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ABSTRACT 

 
This study uses an innovative approach to predicting property prices through machine learning with 

the Random Forest Regression method. The data set was obtained from Kaggle and contains a total of 500 
rows with 12 attributes, including 10 numerical attributes and 2 categorical attributes. The evaluation results, 
measured using the R2 score on the test dataset, indicate strong performance, achieving the highest R2 score 
of 81.88% with a dataset split ratio of 90:10. Although there is a slight difference between the predicted and 
actual values, the scatter plot visualization shows that the model's predictions generally approach the actual 
values, indicating good accuracy. The graph of the training data and actual data reflects no significant signs 
of overfitting or underfitting. This indicates the good accuracy of Random Forest Regression in predicting 
house prices and its ability to capture the relationship between independent and dependent variables 
effectively. 
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Introduction 

 
Property and real estate companies, particularly in the housing sector, have significant potential in the 

business and investment world. Factors that influence this include the continuous shortage of housing supply 
compared to the growing demand and needs of the population, as well as relatively low interest rates on public 
housing loans [1]. This situation drives property developers to compete in selling houses to the public, either 
for residential needs or investment purposes. As a result, prospective homebuyers consider whether the house 
they intend to purchase offers good profitability or not [2], as many houses located in non-strategic areas are 
priced high and do not align with their actual value [3]. 

Therefore, it is crucial for individuals who intend to buy a house to predict the price of the property they 
wish to purchase, as this often requires in-depth and complex analysis. One way to overcome this challenge is 
by utilizing machine learning techniques, which can process large amounts of data and provide more accurate 
price predictions. The use of machine learning techniques enables learning with more complex layers to achieve 
high accuracy [4]. 

One of the best approaches used for prediction is the Random Forest Regression model. This method is 
chosen for its ability to handle complex and multi-dimensional data [5]. It is a type of ensemble learning, which 
means it combines multiple models to achieve more accurate predictions. Essentially, the Random Forest 
Regression model is built by combining multiple Decision Trees, where each tree acts as an independent 
decision-maker [6]. The advantage of Random Forest lies in its ability to handle dependencies and interactions 
between complex variables while also effectively addressing overfitting [7]. 

The Random Forest Regression-based approach in property price estimation leverages the algorithm's 
ability to handle various types of data with high complexity, such as property physical characteristics and 
location attributes. Features used, such as building area, number of rooms, accessibility to the city center, and 
surrounding public facilities, all contribute to generating more accurate price predictions. In the property 
market, which heavily depends on local dynamics, Random Forest can capture non-linear relationships and 
interactions between variables that traditional models struggle to handle. Thus, the use of this technique not 
only enhances price prediction accuracy but also provides deeper insights into the factors influencing property 
prices. This approach is essential for helping property developers, real estate agents, and buyers understand 
price movements more objectively and data-driven, while also creating opportunities for innovation in 
leveraging technology to enhance the efficiency of the real estate market. Through this approach, the property 
market can become more transparent, with prices more accurately reflecting the real value of a property based 
on objective data. It also opens opportunities for improvements in decision-making, whether for investors, 
developers, or the public, who increasingly require more efficient and reliable methods for assessing property 
value. 
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Research Methods 
 

This study aims to develop a house price prediction model using the Random Forest Regression model 
to determine whether it can accurately predict prices. The model was built through a series of steps, including 
data collection, data preprocessing, model training, evaluation, and storing the best-performing model. The 
evaluation was conducted using several performance metrics to ensure prediction accuracy, which was then 
used to predict new property prices. In other words, this study uses an applied research method aimed at finding 
answers to specific questions. 
 

Figure 1. Research methodology 
 

 
Data Collection 
In this study, the Kaggle dataset was used. The values of each house vary, including land area, house 

location, number of bedrooms, number of bathrooms, living room area, available facilities in the surrounding 
environment, and so on. Due to the diverse values of each house, this is what causes house prices to become 
increasingly varied [8]. Therefore, the selected dataset consists of sources relevant to the research topic, as it 
contains information on house selling prices and various physical property specifications, such as house size, 
number of bedrooms, number of bathrooms, and the year the house was built, which affects house prices. 
However, it is important to note that this dataset has several limitations, such as the absence of certain features 
that may be highly relevant to house prices. For instance, building quality, crime rates in the surrounding 
neighborhood, or proximity to public facilities are not included in the dataset. Features such as Has_Garden, 
Has_Pool, or Garage_Size may not fully represent the actual conditions of a house. An explanation of the 
attributes used can be found on the table below. 
 

Table 1. Dataset 

No. Attribute Description Type 

1. ID Unique identification for each property Numeric 
2. Square_Feet Property building area in square feet Numeric 
3. Num_Bedrooms Number of bedrooms in the property Numeric 
4. Num_Bathrooms Number of bathrooms on the property Numeric 
5. Num_Floors Number of floors on the property Numeric 
6. Year_Built The year the property was built Numeric 
7. Has_Garden Whether the property has a garden or not Categorical 
8. Has_Pool Whether the property has a swimming pool or not Categorical 
9. Garage_Size Garage capacity in terms of the number of vehicles Numeric 
10. Location_Score Property location score Numeric 
11. Distance_to_Center Distance from the property to the city center Numeric 
12. Price Property price Numeric 
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Preprocessing 
Preprocessing is the process used to clean, transform, and prepare data before further processing. Data 

preprocessing is carried out to improve data quality, remove incomplete or invalid values, modify data formats, 
and adjust the data to match the format required by the model or algorithm to be used [9]. Furthermore, data 
cleaning is essential to ensure that the model does not receive incomplete data by handling missing values to 
prevent distortions in the model. In this data-cleaning process, several steps were taken to produce a clean 
dataset so that it could be used in the next stage with the aim of obtaining useful information and modifying 
predefined data to be ready for the subsequent processing phase [10]. This technique is used to address issues 
such as missing values, redundant data, outliers, or data formats that do not align with the model, as these 
problems can interfere with the output results [11]. 

After the data cleaning stage, the next equally important step is data transformation. One of the most 
used normalization methods is decimal scaling, a data transformation method that normalizes values to ensure 
a consistent range across all attributes by shifting the decimal point in the desired direction. This process was 
performed to improve data quality and enhance the model's prediction accuracy [12]. Next, categorical data 
handling was conducted using the one-hot encoding method. Encoding is the process of converting categorical 
data into a numerical format that can be processed by the model. This step is critical to ensure that the machine 
learning model can efficiently process the data and avoid bias in categorical variables [13].  

Data splitting is a technique used to divide a dataset into two main sets: the training data and the testing 
data. This division allows the model to be trained on one subset of the data while testing it on another subset 
that was not used during training. This step is essential to prevent overfitting and to ensure that the model can 
generalize well to unseen data [14]. Generally, the data is split using ratios of 80:20 [15], 70:30 [16], 60:40, 
and 90:10 [17] between training and testing data.  

 
Random Forest Regression Model 
Random Forest Regression is an ensemble model consisting of multiple decision trees that work 

collectively to generate predictions. The Random Forest model was developed in the 1990s and has been widely 
recognized for its advanced capabilities in classification and/or regression, as well as its ability to handle 
categorical or continuous variables and manage missing data. The Random Forest model has gained rapid 
popularity in the industry due to its strong performance across various applications. Some of its popular 
applications include predictive modeling for error diagnosis and root cause analysis, change point detection in 
data, and diagnostic modeling for improving information retrieval from models.  Random Forest is capable of 
handling complex, non-linear data with many features, making it suitable for various predictive and modeling 
problems across different industries. This model works by constructing multiple decision trees, each trained 
using a random subset of the training data. The final prediction is obtained by aggregating the predictions from 
all trees, which can be averaged in the case of regression. This characteristic makes Random Forest more robust 
and reduces overfitting or underfitting compared to a single decision tree. This algorithm is unique because it 
can combine predictions from all trees to generate a final prediction that is more accurate and reliable [18]. 

 
Model Evaluation 

In evaluating the Random Forest Regression model that was developed, several evaluation methods 

were used, such as R2 Score, Mean Absolute Error (MAE), and Mean Squared Error (MSE) [19]. Based on the 

evaluation results obtained from MAE and MSE, the smaller the resulting value, the better the evaluation. In 

contrast, for the R2 Score, a coefficient of determination value closer to 1 indicates a better estimation result 

[20]. This study used three evaluation methods: Mean Absolute Error (MAE), Mean Squared Error (MSE), and 

R² Score. MAE is useful for measuring the average absolute difference between the actual value and the model's 

prediction. MAE was calculated by summing all the absolute differences between actual values and predictions 

and then dividing by the total number of data points. 
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In this formula, 𝒴𝑖 represents the actual value, 𝒴^represents the predicted value, and 𝑛 is the total 

number of data points. Mean Absolute Error (MAE) provides a simple measure of prediction accuracy, where 

a lower value indicates better model performance. Next, Mean Squared Error (MSE) is a metric that measures 

the average squared difference between actual values and the model’s predictions. MSE is calculated by 

summing all the squared differences between actual values and predictions, then dividing by the total number 

of data points.  
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In this formula, 𝒴 represents the actual value, 𝒴^represents the predicted value, and 𝑛 is the total number of 

data points. Mean Squared Error (MSE) provides a measure of how large the prediction errors produced by the 

model are. The prediction results for MAE and MSE indicate that the smaller the values, the better the 

prediction performance. In contrast, for the R2 Score, a coefficient of determination value closer to 1 means 

that the independent variables provide all the necessary information for estimating the dependent variable.  
 

Results and Discussion 
 

Data Collection 

The data set used in this study contains property data, as described in Table 1, and was obtained from 
Kaggle. This dataset consists of 12 attributes that include various property specifications such as building area, 
number of bedrooms, number of bathrooms, number of floors, year built, availability of a garden, availability 
of a swimming pool, garage size, location score, and distance to the city center. The total number of records in 
this dataset is 500 rows, with each row representing a single property unit. Figure 2 below displays the top 10 
data entries, which were extracted using Python through the read excel function with Pandas and the head () 
method. 
 

 
Figure 2. Top 10 Data 

 
From Figure 2, the top 10 data entries can be seen, consisting of 12 attributes. Of these 12 attributes 

used in this study, 2 attributes have categorical data types, while 10 attributes have numerical data types. The 
total number of data points used is 500.  

 
Preprocessing 
Before performing model prediction, the data preprocessing stage must be carried out. The 

preprocessing step functions to adjust the data into the format required by the system. In this study, only data 
reduction was performed, which involved removing attributes that were not needed by the system. The attribute 
removed was "ID", as shown in Figure 3 because the ID feature is not required for model testing. Below is the 
implementation in Python.  
 

 
Figure 3.  Data Reduction in Python  

 
The model evaluation process was carried out using four test-to-training data ratios, namely 90:10, 80:20, 

70:30, and 60:40, from a total dataset of 500 rows. The data splitting process can be seen in Figure 3 below, 
where `X_train` and `y_train` will be used as training data to fit the model. The dataset ratio split, where 
`test_size=0.1` represents 10% of the data used as test data, while 90% of the total data will be used as training 
data. The test size value can be adjusted according to the desired splitting ratio. Syntax `random_state=42` is 
used to ensure reproducibility, allowing the dataset to be split in the same way when running the script.  

 

 
Figure 4. Splitting Data in Python  

 
Hyperparameter Optimization 
The optimization process was performed using training data, which was repeatedly applied to all grids with 

the aim of obtaining the best-scoring combination. In completing this study, the method that was used was 
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GridSearchCV. The implementation of GridSearchCV in Random Forest Regression is shown in Figure 5 
below. Hyperparameter optimization is useful for evaluating model performance across various data subsets to 
prevent overfitting and underfitting. Overfitting occurs when the model is too complex and learns too many 
details or noise from the training data, resulting in very high accuracy only on the training data. Underfitting 
arises when the model is too simple and fails to capture patterns in the training data, resulting in poor 
performance on both the training and test data. The GridSearchCV method can be used to optimize 
hyperparameters and select parameters that help prevent overfitting or underfitting. The maximum tree depth 
and the number of trees play a crucial role in preventing both issues. 

 

 
Figure 5. Hyperparameter Tuning 

 
In Figure 5 above, the hyperparameter grid search includes n_estimators, max_depth, min_samples_split, 

and min_samples_leaf. Then, 5-fold cross-validation was used, and MSE (Mean Squared Error) was applied 
as the model evaluation metric. The parameter n_jobs = -1 means that all CPU cores were utilized to speed up 
the search process. 

 
Model Evaluation  
After the data splitting stage was completed, the data was ready to be processed using the Random Forest 

Regression model. Below is the Python implementation for using the Random Forest Regression model, as 
shown in Figure 6.   
 

 
Figure 6. Random Forest Regression Model Invocation 

 

This study used several evaluation methods, including Scatter Plot, Mean Absolute Error (MAE), Mean 
Squared Error (MSE), and R² Score. MAE was used to measure the average absolute difference between the 
actual values and the model’s predictions. MAE was calculated by summing all the absolute differences 
between the actual values and predictions, then divided by the total number of test data in the 90:10 split. 

 
Figure 7. Visualization of Actual vs. Predicted Results (90:10 Test Data) 
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In Figure 7, the model's predicted values (red diagonal line) closely align with the actual values (blue 
dots), demonstrating that the model provides good predictions. Additionally, the prediction results are also 
presented in terms of R2 Score, Mean Absolute Error (MAE), and Mean Squared Error (MSE), as shown in 
Figure 8 below. 

  
 

   
Figure 8. Prediction Results for 10% Test Data 

 
Based on Figure 8, the 90:10 test data split achieved an R2 Score of 81.88%, with an MAE of 48.184 

and MSE of 3,073,027,449. In the data splitting explanation, this study did not rely on a single test data split 
but also performed multiple test data splits, such as the 60:40 test split, which resulted in an R² Score of 81.18%. 
This value is 0.7% lower than the R2 Score of the 90:10 test split but higher than the R² Scores of the 80:20 and 
70:30 test splits. For the 60:40 test split, the MAE was 42.792, and the MSE was 2,726,761,729. More detailed 
results from these four test data splits can be seen in Table 2 below: 
 

Table 2. Evaluation results 

No. Data Splitting MAE MSE R2 Score 

1. 90:10 48184.59608508950 3073027449.164062 0.81884307 
2. 80:20 43658.24707434616 2847269193.342156 0.81070998 
3. 70:30 45463.47180352078 3017049368.696039 0.79027132 
4. 60:40 42792.27546787269 2726761729.625462 0.81180044 

 
From Table 2 above, the R² Score in percentage form for the Random Forest Regression model in 

predicting house prices reached the highest value of 81.88% from the 90:10 training data ratio. For the R2 
Score, the 81.88% value is the closest to 1, indicating the best estimation quality. In this 90:10 ratio, most of 
the data was used to train the model, meaning the model had more information to learn from. This could result 
in a better-performing model for predicting training data, based on the evaluation results. Below is a 
comparison of actual values and predicted values in the training data, which can be seen in Table 3. 

 
 

Table 3. Comparison of actual values and predicted values 

ID Actual Predicted 

336 828,686.474457 788,767.068814 
76 814,846.453707 811,183.609563 

316 791,677.204598 724,428.777199 
185 776,835.044348 718,049.395150 
450 739,265.736526 666,435.304988 
388 732,651.692569 703,498.951791 
104 730,197.480607 741,543.362512 
490 728,995.977430 701,426.304316 
408 721,719.204904 672,892.879927 
280 718,789.195061 749,235.942554 
333 710,152.564843 642,083.802685 

11 677,623.466782 581,721.780804 
73 667,693.000276 691,734.691340 

475 666,405.154193 607,908.719402 
101 642,579.094167 593,877.857456 
415 635,614.195888 568,558.108702 

70 627,395.372381 645,623.407080 
440 618,783.083265 592,412.628870 

0 602,134.816747 527,440.456702 
211 591,635.644373 664,443.256594 
361 591,058.708950 563,331.579081 
461 584,792.068007 536,936.521497 
124 573,486.145827 587,590.174765 
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371 571,107.834475 569,611.335240 
77 562,584.035120 572,775.196417 

485 549,076.808610 606,952.489698 
491 544,610.970482 593,474.171680 
384 540,866.883935 574,412.884166 
374 532,377.580195 582,057.601039 

68 529,467.599267 540,095.142989 
394 515,544.254783 575,690.515584 

33 506,721.273236 549,397.691761 
63 506,038.288780 460,173.600174 

194 493,341.254380 458,229.490197 
9 490,552.681240 568,000.573162 

495 488,496.350722 511,491.246150 
93 488,035.884886 556,654.368732 

155 478,489.299027 385,238.825414 
173 475,921.448459 462,025.089311 

2 464,478.696880 521,039.766614 
84 458,704.412271 407,010.366402 

334 458,567.790955 504,284.470379 
30 438,805.869608 566,867.195914 

406 437,797.486635 470,933.256882 
22 437,751.643015 416,497.526104 

497 405,324.950201 481,845.691523 
209 358,006.550936 418,655.587525 
377 354,991.349233 407,661.427813 
356 301,823.920507 418,029.296245 
409 298,871.665267 359,504.694361 
336 828,686.474457 788,767.068814 

 
 
The actual values and predicted values in Table 3 above show that the values in the predicted column closely 
align with those in the actual column. The visualization results using the scatter plot in Figure 7 make it easier 
to observe how closely the predicted values approach the actual values. If the points on the scatter plot are 
close to the diagonal line, the model tends to have good prediction accuracy. Although there is still a slight 
difference between the predicted prices, this model is overall reliable for analysis and planning in predicting 
house prices. Although Random Forest is a reliable model, having too many irrelevant variables or features 
can make the model overly complex and increase the risk of overfitting. This can reduce the model's ability to 
generalize to unseen data. To overcome these limitations, it is often necessary to use other modeling 
approaches, data preprocessing techniques, or further refinements such as more careful feature selection and 
hyperparameter tuning.
 

Conclusion 
 

Based on the results of this study, Random Forest Regression has been proven to be effective in 

predicting property prices. The highest R2 Score, obtained from the calculations, reached 81.88% with a 90:10 

dataset split between test and training data. Although there is a slight difference between the predicted and 

actual values, the scatter plot visualization of predicted and actual values shows the model's predictions 

generally aligned with the actual values, indicating high accuracy in Random Forest Regression for predicting 

house prices. Overall, this algorithm has been proven to effectively capture the relationship between 

independent and dependent variables. When compared to other methods, such as Linear Regression, which 

tends to be simpler and less capable of capturing non-linear relationships, and Gradient Boosting Machines 

(GBM), which excel in precision but are more complex in terms of tuning, Random Forest remains a strong 

choice for this problem. This is due to its ability to handle non-linear and complex features effectively without 

requiring intricate modeling. Nevertheless, there is still room for improvement in terms of accuracy, and 

exploring other methods, such as GBM, XGBoost, or deep learning, could yield more optimal results for certain 

datasets with more precise tuning. 
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