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In this article, a cluster analysis will be conducted for provinces in Indonesia based on the harvest 
area (ha) and rice productivity (ku/ha) of 34 provinces in Indonesia. Clustering is done using a hierarchical 
method, namely single linkage. The distance used as the basis for clustering is the euclidian distance. Based 
on the results of clustering using single linkage, 3 large clusters were obtained. In this article, a cluster analysis 
will be conducted for provinces in Indonesia based on the harvest area (ha) and rice productivity (ku/ha) of 
34 provinces in Indonesia. clustering is done using a hierarchical method, namely single linkage. The distance 
used as the basis for clustering is the euclidian distance. Based on the results of clustering using single linkage, 
3 large clusters were obtained. Cluster consists of 3 provinces, cluster 2 consists of 1 province and cluster 3 
consists of 30 provinces. Cluster 1 is a province with high rice production with an average total rice production 
of 9,628,788 tons. Cluster 2 with an average total rice production of 5,341,021 tons. While cluster 3 with an 
average rice production of 863,995.34 tons. Furthermore, based on cluster validation using the anova test, the 
significance value is 0.00>0.05, which means that there is a significant difference between clusters. Thus it 
can be stated that the division of 34 Indonesian provinces in terms of land area and rice productivity into 3 
large clusters using the single linkage method is valid. 
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Introduction 

 
The amount of rice production is a very important thing to consider in Indonesia. Because rice is the 

staple food of the Indonesian people. Ensuring the availability of rice is one of the main tasks of the Indonesian 
government. One of the policies to fulfil the availability of rice is the government's rice import policy. Based 
on data from the Badan Pusat Statistik (BPS) Indoensia, rice imports in 2020 were 356.286,2 tonnes while in 
2021 they were 407.741,4. This means that there is an increase in rice imports from 2020 to 2021 for 2022 
from January to November the government has imported 326.450 tonnes of rice. Indonesia's rice imports are 
still quite high, even though the Indonesian government aspires to be self-sufficient in rice. Based on the 1999 
FAO decree, a country is said to be self-sufficient if the amount of domestic production reaches 90% of national 
needs [1]. To reduce the level of rice imports, the amount of domestic rice production needs to be increased 
[2]. The government must determine the right policy to increase the amount of domestic rice production. The 
amount of rice production in each province in Indonesia varies. Based on BPS data, the amount of rice 
production is based on the harvest area and rice productivity in a region. This is in line with Nazzarudin's 
research which states that rice production is strongly influenced by harvest area [3]. This research will cluster 
provinces in Indonesia based on harvest area and rice productivity. This clustering is done to facilitate the 
government in seeing the potential of rice production in each province in Indonesia. Hopefully, the government 
can take the right policy for each region or province. 

Cluster analysis is a multivariate analysis. Cluster analysis is carried out to group the objects of 
observation into several groups based on the observed variables. Grouping is done based on similarity so that 
variables that have similarities are in one group while variables between groups are not similar or different. 
There are many methods used in the clustering analysis process [4]–[8]. Hierarchical clustering methods are 
used to group observations in a structured manner based on similarity properties and the desired group number 
is not yet known while non-hierarchical methods are used to group data into k groups where the number of 
groups can be determined by yourself. In non-hierarchical methods, the number of clusters is divided at the 
beginning. [9]. Whereas if you only look at the initial data, it will be difficult for researchers to determine the 
number of clusters to be formed. Whereas in the hierarchical method the number of clusters is not determined 
at the beginning so that researchers can divide the data into several clusters seen from the comparison of 
distances between data. The distance between data states the similarity of the data [10]. Several cluster analysis 
studies using the hierarchical method have been conducted with different variables, some of which are cluster 
analysis based on air pollution levels [11], cluster analysis of the economic impact of covid 19 in Indonesia 
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Figure 1. Cluster analysis steps using single linkage method 

[12], cluster analysis based on infectious diseases [13], cluster analysis based on calorie consumption of 
residents in maluku province [14] and many other studies. 

In the hierarchical method, there are also several ways to cluster data based on the distance that has been 
obtained [15]–[19]. One of the most commonly used clustering methods is the single linkage method, where 
data is grouped based on the minimum distance between data. Previous research conducted by Rendy by 
comparing the k means and single linkage methods on document grouping concluded that the single linkage 
method has better performance than the K-means method seen from the silhouette coefficient and purity value 
[20].  Several cluster analysis studies using the single linkage method with different variables show excellent 
cluster results [21][22]. The cluster results obtained using the single linkage method show that there are very 
significant differences between clusters and homogeneous data are in one cluster. This is because the single 
linkage method classifies data with the closest distance into one group. Therefore, this study will conduct a 
cluster analysis using the single linkage method to classify 34 provinces in Indonesia based on the harvest area 
and rice productivity of each province. 

 
Research Methods 
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The cluster analysis method used in this study is the single linkage method. Several stages are passed in the 
first stage of clustering analysis, the most important thing in the cluster analysis problem is the selection of 
variables that will be used for clustering to include one or two variations of variables that are irrelevant to the 
clustering problem, the clustering results are likely to be very useful [23]–[26]. Basically, the variables to be 
selected must describe the similarity between objects, which is really relevant to the problem discussed. After 
selecting the data, the next step is data standardisation. Data standardisation usually needs to be done when 
using original data because usually the range of data is very large. Variables that have large values have a 
greater influence in making classification predictions than variables with small values[27]. To overcome this 
problem, a variable normalisation technique can be used so that all variables will differ in the same range. The 
way to determine the standardisation value is to calculate the mean and variance value of each variable and 
then look for the normalisation value. There are various ways to obtain the normalisation value but in this study 
using the Z-Score method [28]. The formula for obtaining data normality values using Z-score is 

𝑥𝑛𝑜𝑟𝑚 =
𝑥−𝜇

𝜎
                 (1)

        
𝑥𝑛𝑜𝑟𝑚 : the normalisation result value of x 
𝑥 : original data 
𝜇 : data average  
𝜎 : standard deviation of data  

 
Next is to detect multicollinearity. Correlation analysis needs to be done to determine whether there 

is a relationship between research variables. The correlation coefficient between independent variables must 
be uncorrelated or weakly correlated or below 0.8 [29]. If the correlation between research variables is strong 
or the correlation coefficient between variables is above 0.8, then there is a multicollinearity problem. In the 
previous stage, the research data has been standardised, which means that it is normally distributed so that for 
correlation analysis, we can use the commonly used classical correlation test, namely using the Pearson 
correlation test. The formula used to calculate the correlation coefficient using Pearson is as follows 

     𝑟𝑥𝑦 =
𝑛∑𝑥𝑖𝑦𝑖−∑𝑥𝑖 ∑𝑦𝑖

√(𝑛∑𝑥𝑖
2−(∑𝑥𝑖)

2)√(𝑛∑𝑦𝑖
2−(∑𝑦𝑖)

2)

                  (2) 

𝑟𝑥𝑦  : correlation coefficient between variables x and y 

𝑛 : number of data 
𝑥𝑖 : i-th 𝑥 data value 
𝑦𝑖  : i-th 𝑦 data value 
 

After the data is confirmed not to experience multicollinearity, the next step is to calculate the distance 

between data. In cluster analysis using hierarchical methods such as single likange, data classification is carried 

out based on the distance between data. Therefore, before clustering the data, it is necessary to calculate the 

distance between data first. The most commonly used distance is the Euclidean distance [30]. The Euclidian 

distance between two data expresses the similarity between the two data. The distance measure between the i-

th data and the j-th data can be calculated through the calculation of the squared Euclidean distance as follows:  

𝑑𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)

2
                                                        (3)  

𝑑𝑖𝑗  : distance between i-th data and j-th data 

𝑥𝑖 : i-th 𝑥 data value 
𝑦𝑖  : i-th 𝑦 data value 
𝑥𝑗 : j-th 𝑥 data value 

𝑦𝑗 : j-th 𝑦 data value 

 
After obtaining the distance between data, we then enter the clustering procedure using the single linkage 

method. In the single linkage method, the clustering process is carried out based on the minimum distance 
between data. In each iteration of the clustering process using the single linkage method is to find the smallest 
euclidian distance between two data, then the two data will form a cluster. So that the next iteration will 
compare the euclidian distance between a cluster with other data and so on until all data helps a cluster based 
on the closest euclidian distance  [31]. The smallest euclidian distance states the similarity between data. So 
the smaller the euclidian distance between two data means the more similar the two data are. The results of 
classification using hierarchical methods such as single linkage are generally displayed in the form of a 
dendrogram. Through the dendrogram, researchers make decisions about how many clusters to choose. In this 
single linkage method, the class is not determined at the beginning but is determined after comparing the 
euclidian distance between data as will be presented in the dendrogram. Dendrogram is a visual representation 
of the cluster formation process based on the distance coefficient value at each step until the final cluster is 
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formed[32]. After obtaining the dendrogram, the next step is to determine the number of clusters to be selected 
and interpret the cluster. Then the last stage that must be done in this cluster analysis is cluster validation. One 
of the Cluster validity tests that can be used is the Anova Test [33]. This Anova test is carried out to ascertain 
whether there is a significant difference between clusters or not. If there is a significant difference between 
clusters, it means that the clustering is valid. The decision-making criteria for the ANOVA test is if the 
significance value <0.05 means that there is a significant difference between groups[34]. 

 
Results and Discussion 

 
            The data used in this study is rice production data in terms of harvest area (ha) and rice productivity 
(ku/ha) from 34 provinces in Indonesia. Data on harvest area and rice productivity were obtained from the 2022 
data published by BPS Indonesia. 

Table 1. Harvest area and rice productivity by province in 2022 

Province Harvest Area 

 (ha) 

Rice Productivity (ku/ha) 

 
2022 2022 

Aceh 276622,14 55,03 

North Sumatera  423522,28 52,00 

West Sumatera  288510,67 48,36 

Riau 54317,04 40,98 

Jambi 63760,91 46,29 

South Sumatera 516259,59 51,44 

Bengkulu 58663,78 48,67 

Lampung 516910,01 50,77 

Kep, Bangka Belitung 15908,70 38,57 

Kep, Riau 196,53 31,65 

DKI Jakarta 535,63 58,03 

West Java 1685295,13 56,81 

Central Java 1699436,08 56,69 

DI Yogyakarta 112148,00 51,77 

East Java 1704759,48 56,02 

Banten 338454,39 50,38 

Bali 114790,87 58,83 

West Nusa Tenggara  269827,26 51,39 

East Nusa Tenggara  185737,54 41,85 

West Kalimantan  272115,99 31,90 

Central Kalimantan  109756,22 30,28 

South Kalimantan  225483,04 39,97 

East Kalimantan  64031,22 36,92 

North Kalimantan  10550,13 33,74 

North Sulawesi 59081,54 39,35 

Central Sulawesi  173238,56 47,59 

South Sulawesi  1042107,35 51,67 

Southeast Sulawesi  119662,53 41,57 

Gorontalo 48497,60 48,12 

West Sulawesi  71470,11 52,05 

Maluku 23991,26 41,24 

North Maluku  6408,19 36,05 

West Papua  5475,82 41,98 

Papua 48987,63 44,05 

Indonesia 10606513,22 52,26 
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Based on the data presented in Table.1, it can be seen that in the harvest area variable, the smallest data 

is 196,5 and the largest data is 1.704.759,48. The range between the largest data and the smallest data is too 

wide, which will affect the classification process. The classification process because variables that have large 

values have a greater influence on classification predictions than variables with small values. Therefore, it is 

necessary to standardise the data so that all variables will differ in the same range. By using formula (1), the 

data obtained after standardisation as presented in Table 2. 

 
Table 2. Results of standardisation of harvest area and rice productivity data 

Province Harvest Area Rice Productivity 

Aceh -0.07295 1.11190 

North Sumatera  0.23033 0.74121 

West Sumatera  -0.04840 0.29589 

Riau -0.53190 -0.60699 

Jambi -0.51241 0.04264 

South Sumatera 0.42179 0.67270 

Bengkulu -0.52293 0.33381 

Lampung 0.42313 0.59073 

Kep, Bangka Belitung -0.61120 -0.90184 

Kep, Riau -0.64364 -1.74844 

DKI Jakarta -0.64294 1.47893 

West Java 2.83529 1.32967 

Central Java 2.86449 1.31499 

DI Yogyakarta -0.41251 0.71307 

East Java 2.87548 1.23302 

Banten 0.05471 0.54302 

Bali -0.40705 1.57680 

West Nusa Tenggara  -0.08698 0.66658 

East Nusa Tenggara  -0.26058 -0.50056 

West Kalimantan  -0.08225 -1.71786 

Central Kalimantan  -0.41745 -1.91605 

South Kalimantan  -0.17853 -0.73056 

East Kalimantan  -0.51185 -1.10370 

North Kalimantan  -0.62226 -1.49275 

North Sulawesi -0.52207 -0.80641 

Central Sulawesi  -0.28639 0.20168 

South Sulawesi  1.50741 0.70084 

Southeast Sulawesi  -0.39700 -0.53481 

Gorontalo -0.54392 0.26652 

West Sulawesi  -0.49649 0.74733 

Maluku -0.59451 -0.57519 

North Maluku  -0.63081 -1.21014 

West Papua  -0.63274 -0.48465 

Papua -0.54291 -0.23141 

 
After the data has been standardised, the next step is the multicollinearity assumption test. This test is 

carried out to see whether there is a linear relationship between the research variables or not. Because the data 
has been standardised, a correlation test can be used using the Pearson correlation test. So that the correlation 
coefficient is obtained as presented in Table 3. 
 
 

Table 3. Pearson correlation test results 

Correlations 

 Harvest (ha) Rice Productivity (ku/ha) 

Harvest (ha) 

Pearson Correlation 1 .513** 

Sig. (2-tailed)  .002 

N 34 34 

Rice Productivity (ku/ha) Pearson Correlation .513** 1 
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Sig. (2-tailed) .002  

N 34 34 

 
Table 2 shows that the correlation coefficient between harvested area and rice productivity is 0.513. The 

correlation coefficient is less than 0.8, meaning that there is no strong correlation between the variables of 
harvest area and productivity. Thus, there is no multicollinearity problem so that we can proceed to the data 
clustering process using the single linkage method. 

In cluster analysis using the hierarchical method, the classifier process is based on the distance between 
data. The most commonly used distance between data is the Euclidian distance. Grouping dara using the single 
linkage method is to find data based on the closest Euclidian distance. Or in other words, in the single linkage 
method, data that has the closest euclidian distance will be in one group. Euclidian distance expresses the 
similarity between two data. So the closer the euclidian distance between two data means the more similar the 
two data are.  Thus, to perform cluster analysis using single linkage, it is necessary to calculate the euclidian 
distance first. By using formula (3), the euclidian distance between can be obtained as presented in Table 4. 
 

Table 4. Euclidian distance between data 

No 1 2 3 4 … 34 

1 0 0,199 0,271 0,275 … 0,347 

2  0 0,072 0,076 … 0,148 

3   0 0,071 … 0,143 

4    0 … 0,072 

⁝ ⁝ ⁝ ⁝ ⁝ 0 ⁝ 

34      0 

 
The euclidian distance in Table 4 shows how similar the amount of production between provinces is in 

terms of land area and productivity. This euclidian distance is used as the basis in the classification process. In 
this research, the single likage method is used so that the provinces will be grouped with the closest euclidian 
distance. The clustering process using the Single linkage method is carried out by comparing the euclidian 
distance between provinces in terms of harvest area and productivity then a decision is made that the minimum 
euclidian distance will become one cluster. The clustering process stops until all data has entered the cluster. 
In the single linkage method, it is easier to see the data grouping process using a dendrogram. As described 
earlier that in hierarchical cluster analysis methods such as single linkage, the number of classes is not 
determined at the beginning but is determined after obtaining the dendrogram. Through the dendrogram we 
can see the data that has similarities will form a small cluster then a small cluster that has similarities will form 
a new larger cluster and so on until all data is formed in a large cluster. The results of clustering data of 
Indonesian provinces in terms of harvest area and productivity using the single linkage method are presented 
in the dendrogram in Figure 1. 
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Figure 2. Dendrogram of clustering results of indonesian provinces data based on harvest area and rice productivity 

To determine the number of clusters on the dendrogram, we can draw a vertical line. Based on the 
results on the dendrogram, we can divide the provinces in Indonesia into 3 large clusters.  Cluster 1 consists of 
3 provinces, cluster 2 consists of 1 province and cluster 30 provinces. The details of the 3 clusters are presented 
in Table 5. 

Table 5. Clustering results of Indonesian provinces based on harvest area and rice productivity 

Cluster 1 Cluster 2 Cluster 3 

West Java South Sulawesi Aceh 

Central Java  North Sumatera  

East Java  West Sumatera  

  Riau 

  Jambi 

  South Sumatera 

  Bengkulu 

  Lampung 

  Kep, Bangka Belitung 

  Kep, Riau 

  DKI Jakarta 

  DI Yogyakarta 

  Banten 

  Bali 

  West Nusa Tenggara  

  East Nusa Tenggara  

  West Kalimantan  

  Central Kalimantan  

  South Kalimantan  

  East Kalimantan  

  North Kalimantan  

  North Sulawesi 

  Central Sulawesi  

  Southeast Sulawesi  

  Gorontalo 
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Further interpretation of the clustering results. Total rice production can be calculated from the product 

of harvested area and productivity. The average total rice production of cluster 1 is 9.628.788 tonnes, cluster 2 

has an average total rice production of 5.341.021 tonnes, while cluster 3 has an average rice production of 

863.995,34 tonnes. There is a significant difference in the amount of rice production between clusters. The 

provinces in cluster 1 have very high rice production, reaching 9 million tonnes. While cluster two has a 

medium amount of rice production, cluster 3 shows provinces with a low amount of rice production with an 

average of not even reaching 1 million tonnes. Whenviewed in more detail in cluster 1 with high rice 

production, the average harvest area is 1.696.496,89 ha and the average rice productivity is 56.50667 (ku/ha). 

In cluster 2 with medium rice production, the average harvest area is 1.042.107,35 ha and the average rice 

productivity is 41,57 (ku/ha). In cluster 3 with low rice production, the average harvest area is 177.968,46 ha 

and the rice productivity is 47.72042 (ku/ha). Interestingly, the cluster with low rice production had a higher 

average rice productivity than the cluster with medium rice production. However, the average harvested area 

is much different. In the medium cluster the average harvested area reaches 1 million ha, but in the low cluster 

the average harvested area is only around 100 thousand. This shows that the main factor that differentiates the 

amount of rice production in each province is due to differences in harvest areas. Thus, to increase the amount 

of rice production in Indonesia, in addition to increasing productivity, the government must also be able to 

increase the harvest area in each province. 

Furthermore, the final stage of this cluster analysis is cluster validation. Cluster validation will be carried 

out using the Anova Test. Through the Anova Test results we can see whether there are significant differences 

between clusters. A cluster analysis is said to be invalid if there is no significant difference between clusters. 

Because the purpose of the clustering process is to group similar data into one cluster. By using SPSS 20, the 

anova test results are presented in Table 6. 
Table 6. Anova test results 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

Harvest Area  (ha) 

Between Groups 7079020104767. 2 3539510052383. 165.409 .00 

Within Groups 663352644253.4 31 21398472395.27 

  

Total 7742372749021. 33 

   

Rice Productivity 

(ku/ha) 

Between Groups 414.372 2 207.186 3.587 .04 

Within Groups 1790.412 31 57.755 
  

Total 2204.783 33 
   

 

Based on the Anova Test results, the significance value is 0.00 <0.05. So it can be concluded that there 

is a significant difference in the average data between clusters. Thus the results of clustering 34 Indonesian 

provinces into 3 large clusters based on harvest area and rice productivity  using the single linkage method are 

valid. cluster 1 criteria are provinces with high rice production, cluster two with medium rice production and 

cluster 3 with low rice production. 

 

Conclusion 
 

Based on the results of clustering using the single linkage method, if the harvest area and rice 

productivity of 34 Indonesian provinces can be divided into 3 clusters. Cluster 1 consists of 3 provinces that 

are West Java, Central Java and East Java. Cluster 2 consists of 1 province, namely South Sulawesi. And 

Cluster 3 consists of 30 provinces namely Aceh, North Sumatra, West Sumatra, Riau, Jambi, South Sumatra, 

  West Sulawesi  

  Maluku 

  North Maluku  

  West Papua  

  Papua 
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Bengkulu, Lampung, Kep. Bangka Belitung, Kep. Riau, DKI Jakarta, DI Yogyakarta, Banten, Bali, West Nusa 

Tenggara, East Nusa Tenggara, West Kalimantan, Central Kalimantan, South Kalimantan, East Kalimantan, 

North Kalimantan, North Sulawesi, Central Sulawesi, Southeast Sulawesi, Gorontalo, West Sulawesi, and 

Maluku. 

Cluster 1 is a province with high rice production with the average harvest area is 1.696.496,89 ha and 

the average rice productivity is 56.50667 (ku/ha). In cluster 2 with medium rice production, the average harvest 

area is 1.042.107,35 ha and the average rice productivity is 41,57 (ku/ha). Cluster 3 with low rice production, 

the average harvest area is 177.968,46 ha and the rice productivity is 47.72042 (ku/ha). The results of cluster 

validation using the anova test show that there are significant differences between cluster groups. Thus it can 

be said that the clustering of Indonesian provinces based on harvest area and rice productivity in this research 

is valid. 
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