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Abstract. Automatic text summarization is an effective solution to manage the vast amount of information in the digital
age. This study aims to develop an extractive text summarization system for Indonesian news articles using sentence
embeddings generated by IndoBERT and mBERT, combined with TextRank and LexRank algorithms for sentence
ranking. The dataset used is Indonesian Text Summarization (IndoSum), which contains thousands of manually
summarized articles. The research includes data collection, cleaning, preprocessing, embedding extraction, sentence
similarity calculation, and ranking using graph-based methods. Model performance was evaluated using ROUGE and
BERTScore. The results show that the combination of IndoBERT and LexRank achieved the highest performance with
ROUGE-1 score 0.7018 and BERTscore 0.8696. Compared to the baseline model from the origin of the dataset, our
approach surpasses in the ROUGE metrics, showing the capability of combining embedding approach and graph-based
ranking for effective extractive text summarization for Indonesian news article.

Keywords: Extractive Summarization, News Article, BERT, LexRank, TextRank
Received September 2025 / Revised December 2025 / Accepted December 2025

This work is licensed under a Creative Commons Attribution 4.0 International License.

INTRODUCTION

The rapid development of the internet has driven the growth of online media sites in Indonesia [1]. Reading
is an inseparable part of human life. However, most people are not interested in reading long texts and tend
to skip crucial parts [2]. Automatic summarization can be a solution to this problem. Automatic
summarization produces a summary containing important sentences and includes all relevant information
from the original document [3]. Automatic summarization aims to transform text input into a concise form
to present the most important information to users [4]. Summarization techniques can be classified into two
main categories: extractive and abstractive. Extractive summarization has become a significant area of
research, particularly in the context of news articles.

One approach to text summarization is a graph-based algorithm that uses a graph structure to model the
relationships between elements in a data set and performs a ranking or decision-making process based on
that structure. PageRank is a graph-based ranking algorithm used to rank the importance of a web page in
a hyperlink network on the Internet [5]. PageRank is generally applied to directed graphs, but in the case
of undirected graphs, the PageRank algorithm can also be used with modifications similar to those used in
TextRank [6]. The TextRank algorithm is a graph-based ranking algorithm for scoring text, where text units
can be defined as keywords or sentences [7]. This algorithm was introduced as a completely unsupervised
approach. Besides TextRank, LexRank is a graph-based algorithm that can be used for extractive
summarization. LexRank assesses the importance of a sentence based on its centrality within a sentence
network [8]. Both TextRank and LexRank assume the document as a form of sequences of vector.

Graph-based methods have been successfully applied to real-world datasets, such as in research focused on
Indonesian text summarization. Kurniawan and Louvan [9] introduced a publicly accessible dataset for
summarizing Indonesian text called IndoSum. The research was conducted using various approaches,
including unsupervised approaches. In the unsupervised approach, the LexRank method demonstrated
superior performance, with a ROUGE-1 score reaching 0.35. Another study conducted on a similar dataset
using a combination of the LexRank and YAKE algorithms resulted in an increase in the ROUGE-1 score
to 0.453 [10]. Both studies focused on basic techniques such as unsupervised method, whereas this study
does not only use unsupervised method, but also incorporate transformers on the IndoSum dataset.
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Transformers are a type of neural network that have revolutionized various fields [11], with recent research
increasingly turning toward advanced pre-trained model like the Bidirectional Encoder Representations
from Transformers (BERT) model [12]. The BERT model can be used for extractive text summarization.
BERT's strength lies in generating high-quality sentence embeddings, which effectively capture the content
and context of each sentence, a crucial step for subsequent ranking for extractive text summarization. Beside
the base version, BERT has another variant designed to handle multiple languages simultaneously called
Multilingual BERT (mBERT) [13]. Centralized training for multiple languages in mBERT aims to facilitate
cross-language transfer for NLP tasks. On the other hand, BERT can be orchestrated for specific-language.
For instance, IndoBERT is a pre-trained model using the BERT algorithm for Bahasa Indonesia [14].

In recent years, the BERT model has become increasingly dominant in addressing complex NLP tasks [15].
Its broad capability is demonstrated in various applications, including classifying emerging industries and
demonstrates impressive precision in categorizing business descriptions, achieving accuracy rates ranging
from 84.11% to 99.66% across 16 industry classifications [16]. Another study shows the capability of using
BERT to analyze sentiment on the impact of the coronavirus on social life, yielded a high validation
accuracy of 94% [17]. A study comparing the performance of the IndoBERT and mBERT models was also
conducted by [18] in detecting Indonesian-language hoaxes, depicting the capability of multilingual and
language-specific model. Bano et al. [19] proposed an innovative approach for extractive summarization
using BERT and BiGRU on the arXiv and PubMed datasets containing long scientific documents. Research
on extractive summarization in languages other than English was also conducted by Nada et al. [20], who
used the AraBERT model to summarize Arabic text and demonstrated good performance with a ROUGE-
2 score of 0.51. Research in the Indonesian language has also been conducted by [21] on court decisions
related to narcotics cases, utilizing the IndoBERT model, which has yielded significant ROUGE scores.
Research on Indonesian language articles has also been conducted by [22] on the Liputan6 dataset using
IndoBERT embedding in the TextRank algorithm, resulting in a ROUGE-1 score of 0.3929. Based on
various previous studies, the BERT model has been shown to be capable of producing effective text
summaries, even for long documents and in various non-English languages. These various previous studies
confirm the capability of the BERT model to produce effective text summaries, even for long documents
and across various non-English languages, underscoring its suitability for integration into a robust
extractive summarization pipeline.

In line with the transformer revolution in the field of NLP, this study intends to conduct research combining
the use of transformers such as IndoBERT and mBERT with unsupervised algorithms such as LexRank
and TextRank. The integration between transformer-based embeddings and graph-based ranking is
hypothesized to improve overall metrics compared to isolated approaches. The BERT model was chosen
because the mBERT model was trained on multiple languages, and the IndoBERT model was trained on
Indonesian, which is suitable for the dataset used in this study. The goal of this study is to build an extractive
summarization model for Indonesian language articles based on BERT and PageRank. This research is
expected to improve the quality of extractive-based automatic summarization for Indonesian language
articles, making it easier for readers to access information.

METHODS

The research method includes literature studies, problem formulation, research objectives, data collection,
model creation, and evaluation, as well as conclusions and suggestions. This research specifically does not
explicitly split the dataset into training and testing data, since the following methods (embedding and graph-
ranking) act as unsupervised methods. Instead, this study utilizes both training and testing data for the
evaluation, with the result on testing data will be compared to previous study with similar dataset. The
modeling design flow can be seen in Figure 1 below.
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Figure 1. Research flow

The data collection stage is the initial stage of the research. The data used in this study comes from The
Indonesian Text Summarization (IndoSum), which is publicly accessible on Kaggle!. The IndoSum dataset
contains 18,774 articles with each corresponding provided summary, provided by Shortir, an Indonesian
news aggregator and summary company [9]. The dataset is already split into 3 parts: training, validation,
and test.

The data cleaning phase is essential for the next step. This process includes checking for duplication. If
duplicate data are found, they are removed to prevent them from affecting the results. Then, the
preprocessing stage was carried out to eliminate inconsistencies in the data. The preprocessing performed
in this study included lowercasing the text, removing punctuation, and applying uniform spacing. The
preprocessing, specifically the lowercasing part, aims to reduce the number of vocabularies for better
generalization in the embedding process. Additionally, we limit the number of maximum sentences in the
data by 4, thus the summary data with longer sentences are removed.

The embedding process is conducted after making sure the data is ready for modelling. The embedding
models used are IndoBERT and mBERT as stated before. Data that has gone through the preprocessing
stage is vectorized using the built-in tokenizers in IndoBERT and mBERT without further fine-tuning for
both models. This process aims to represent each sentence in vector form. The output of this process is used
to calculate the similarity between sentences. These tokenizers are used to convert raw text into numerical
representations that the BERT model can process. Data that has passed this stage will then proceed to the
next stage, namely sentence ranking and summary generation.

After the embedding process, the sentence ranking takes place. Graph-based ranking approaches using
LexRank and TextRank are used to calculate the importance of sentences contained in the text. Both
algorithms work by utilizing a similarity matrix using the cosine similarity of the sentence embedding
vectors generated in the previous process.

In the TextRank algorithm, the system constructs an undirected weighted graph from the similarity matrix
and then applies the PageRank algorithm to assign an importance score to each sentence based on the
connections and weights between nodes. In brief, the PageRank is explained in Equation 1.

1-d PR
PR(w) = N +d Z L(S;) (1)

VEBy

Where PR (u) is the PageRank score for the sentence u, N is the total number of nodes in the graph, B,, is
the set of nodes linking to u, and L(v) is the sum of outgoing weight from node v. PageRank can be
calculated iteratively using the power method until convergence is achieved, when the difference in

Uhttps://www.kaggle.com/datasets/linkgish/indosum
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PageRank values between iterations is very small. The sentences with the highest scores are then selected
as part of the extractive summary.

Meanwhile, the LexRank algorithm involves forming a matrix from the similarity matrix with or without a
threshold. LexRank is notated in Equation 2.

_1-d PR(v)
PR(W) = ——+ d ye;,-(m <—| ; d}.(vN) 2)

Similar to Equation 1, the LexRank is conceptually similar to the TexRank. The difference is lies in the
outgoing weight. In TextRank, L(v) considers all the weight of outgoing links, while in LexRank,
Adj(v) only considers adjacent links that bypass a certain threshold. This study uses a threshold value of
0.2 to eliminate relationships between sentences that are deemed insufficiently similar. The sentences with
the highest scores are then selected as part of the extractive summary.

This study will evaluate various combinations of IndoBERT or mBERT embeddings with TextRank or
LexRank ranking algorithms, measuring performance in summary generation using ROUGE and
BERTScore. ROUGE works by measuring the degree of n-gram overlap between model-generated text and
original human-written text [22]. A higher score indicates a greater degree of similarity between the two
texts. In this study, the ROUGE-N and ROUGE-L metrics were used to evaluate system performance.
ROUGE-N measures the number of n-gram matches between the system-generated summary S and the
provided summary from the dataset R, while ROUGE-L evaluates the summary based on the longest
common subsequence (LCS) between generated summary S and the provided summary from the dataset R.
Respectively, as written in Equation 3 and 4.

Z R Z n-grameS Countmatch (n'gram)

ROUGE-N =
ZR Zn-gramES Count(n—gram) (3)
ROUGE.L = — 2 LCSG.R)
"~ 7 length(S) + length(R) “4)

Meanwhile, BERTscore [23] is an evaluation metric that utilizes the BERT model to calculate the similarity
score between tokens. The BERTScore evaluates a summary by generating contextualized token
embeddings from BERT for both the system-generated summary and the provided summary from the
dataset. Precision is then calculated by measuring how much of the generated summary’s content is
semantically present in the provided summary, as demonstrated in Equation 5. T is the tokens in the
generated summary x, while 7 is the token in the provided summary, and e is the set of contextualized
token embeddings. Conversely, recall —as written in Equation 6, determines how much of the provided
summary’s content is captured by the generated summary. Then, the F1 score (depicted in Equation 7) is
derived as the harmonic mean of precision and recall, serving as overall measure of the semantic quality.

1
BERT, = —Z max(e; e;
P |T|x'Exyjey(l 1) )

1
= E Te.
BERTy = 7] r)gg))f(el e])
; (6)
Y€y

BERT, - BERTy

BERTy, = 2-
F BERT; + BERTy

()

The F1 score is utilized as the primary metric of BERTscore, as it represents the harmonic mean of precision
and recall, thereby providing a single measure that symmetrically weights the importance of both.

This research integrates graph-based ranking methodologies with BERT-based sentence embeddings. For

the implementation, indobert-base-p2 is utilized for IndoBERT, while bert-base-multilingual-cased
represents the mBERT variant. Both pre-trained models feature a consistent architecture of 12 hidden
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layers, a hidden size of 768 dimensions, and 12 attention heads. IndoBERT is trained exclusively on
Indonesian text with a vocabulary of 31,923 unique tokens [24], whereas mBERT employs a shared
vocabulary across 104 languages comprising 119,547 unique tokens [25]. These models are evaluated in
combination with the TextRank and LexRank algorithms; for the LexRank configuration, a similarity
threshold of 0.2 is established to determine vertex adjacency. Additionally, both training and testing data
will be employed for evaluation.

RESULT AND DISCUSSION

The result for all experiments on training data is depicted in Table 1, and on testing data are presented in
Table 2 alongside the benchmark findings previously established by Kurniawan and Louvan [9]. The study
by Kurniawan and Louvan did not employ BERTscore as evaluation metric.

ROUGE scores are computed individually for each generated summary relative to its corresponding
provided summary, and the mean is subsequently calculated. Similarly, F1 BERTScore is calculated to
evaluate each generated summary semantically based on Equation 7, then the score results are subsequently
averaged.

Table 1. Evaluation scores on training data

Scenario ROUGE-1 ROUGE-2 ROUGE-L BERTF;
IndoBERT + TextRank 0.3967 0.2656 0.2887 0.7475
IndoBERT + LexRank 0.7018 0.6645 0.6832 0.8696
mBERT + TextRank 0.4133 0.2887 0.3054 0.7534
mBERT + LexRank 0.6986 0.6602 0.6783 0.8680

The results on training data and testing data are presented in Table 1 and Table 2, respectively. Notably,
the difference in result scores in both tables is negligible, remarking the robustness of the proposed models.
Additionally, this indicates the ability of models to generalize and learn the patterns for text summarization.

Based on Table 1 and Table 2, the performance of IndoBERT embedding in the LexRank algorithm shows
better results compared to other models. This indicates that the sentence representation generated by
IndoBERT effectively captures the semantic context of sentences. Furthermore, the graph-based LexRank
algorithm can evaluate the global importance of sentences by calculating the similarity between weighted
sentences. This combination produces superior performance compared to other methods.

Table 2. Evaluation scores on testing data, compared to previous study

Scenario ROUGE-1 ROUGE-2 ROUGE-L BERTscore
IndoBERT + TextRank 0.4005 0.2686 0.2909 0.7475
IndoBERT + LexRank 0.6990 0.6608 0.6795 0.8696
mBERT + TextRank 0.4151 0.2902 0.3070 0.7534
mBERT + LexRank 0.6958 0.6563 0.6746 0.8680
NeuralSum [9] 0.6760 0.6116 0.6686 -
NeuralSum (300 emb. size) [9] 0.6790 0.6165 0.6724 -
NeuralSum + FastText [9] 0.6778 0.6137 0.6705 -

Based on the ROUGE score at Table 1 and Table 2, the LexRank method outperforms the TextRank with
significant differences. On the contrary, the distinction in ROUGE score between IndoBERT and mBERT
is slight. This indicates that the graph-based ranking method is more prominent than the transformed-based
vectorization method for automatic extractive summarization. Thus, for extractive-based summarization,
ROUGE score is quite influential to determine the model’s overall performance since it measures the
model’s ability to extract the main sentence sequence by sequence.

However, the F1 BERTscore for each model cannot be overlooked, since it reveals how well the model

transcribes overall context of the whole text into summary based on the similarity score between extracted
tokens and provided tokens. In both Table 1 and 2, the performance difference between each experimented
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model is quite apparent, especially when the ranking methods are taken into consideration. Although the
metric difference is not as significant as with ROUGE score, it is evident that LexRank outperforms
TextRank in term of text summarization.

The LexRank algorithm demonstrates superior performance in generating high-quality summaries
compared to TextRank, regardless of the type of embedding used. TextRank relies on vector representations
formed from word frequencies and only captures surface relationships between sentences. LexRank, on the
other hand, calculates similarity between sentences against contextual embeddings and constructs a graph
based on global relationships between sentences. Therefore, the use of transformer-based embeddings is
more suitable for the LexRank algorithm than TextRank.

On the embedding side, the IndoBERT model demonstrated superior performance compared to mBERT,
especially when combined with the LexRank algorithm. IndoBERT was specifically trained on an
Indonesian language corpus, enabling it to more accurately capture local language structure, vocabulary,
and style. Meanwhile, mBERT is generalist and not fully optimized for a specific language. Although,
mBERT still produced quite good results, its ROUGE and BERTscore scores tended to be slightly lower
than those of IndoBERT. This suggests that using embeddings specifically trained for the target language
provides an advantage in understanding meaning and sentence structure in extractive contexts. This finding
aligns with the result obtained by Tobing et.al [14] which states that specific-language BERT performs
better than multilingual BERT.

Subsequently, we try to compare our best result with the experiment by Kurniawan and Louvan [9] in Table
1. Our best approach, IndoBERT with LexRank, outperforms the highest reported NeuralSum across all
ROUGE metrics. This result collectively establishes a new state-of-the-art for the summarization task in
Indonesian, highlighting the effectiveness of integrating contextual embedding with graph-based ranking
method for extractive summarization.

CONCLUSION

This study develops an extractive summarization model utilizing BERT model embeddings, specifically
IndoBERT and multilingual BERT (mBERT), in conjunction with graph-based TextRank and LexRank
algorithms. The processes carried out include data collection, data cleaning, preprocessing, embeddings,
sentence ranking and summary formation, evaluation, and system implementation. The data used in this
study comes from Indonesian Text Summarization (IndoSum), which is publicly accessible on Kaggle. The
results obtained from this study indicate that the application of IndoBERT embedding in the LexRank
algorithm shows the best performance in extractive text summarization on Indonesian articles with
ROUGE-1 reaching 0.7018, ROUGE-2 reaching 0.6645, ROUGE-L reaching 0.6832, and BERT score of
0.8696 on the given training data. This indicates that the use of embeddings explicitly trained for the target
language provides advantages in understanding the meaning and structure of sentences in extractive
contexts. The LexRank algorithm demonstrated superior performance in producing high-quality summaries
compared to TextRank, regardless of the type of embedding used. Therefore, the use of transformer-based
embedding is more suitable for the LexRank algorithm than TextRank. In addition, our combined
approaches outperform the base model in the dataset. For further development, it is recommended to explore
different sentence counts in the summary to determine their impact on the quality of the resulting summary.
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