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Abstract. Stroke is a critical global health issue requiring early and accurate prediction to mitigate severe outcomes. 

This study aims to compare the performance of the K-Nearest Neighbors (KNN) and Naive Bayes algorithms in 

predicting stroke disease, addressing the challenge of imbalanced datasets and improving prediction accuracy for better 

clinical decision-making. The research followed the CRISP-DM model, utilizing a dataset of 5,110 patient records with 

12 attributes from Kaggle. Data preprocessing included handling missing values and normalization. The KNN and 

Naive Bayes algorithms were implemented using RapidMiner, with performance evaluated through cross-validation, 

confusion matrices, and ROC-AUC curves. The KNN algorithm achieved an accuracy of 94.50%, but exhibited low 

precision (7.89%) and recall (1.20%) for stroke-positive cases due to dataset imbalance. Naive Bayes yielded an 

accuracy of 88.83% with an AUC of 0.767, demonstrating better probability modeling but similar challenges in 

minority class detection. Both algorithms highlighted the impact of data imbalance on predictive performance. This 

study provides a comparative analysis of KNN and Naive Bayes for stroke prediction, emphasizing the need for data 

balancing and optimization techniques. The findings underscore the potential of these algorithms in healthcare 

applications while suggesting future improvements through ensemble methods or alternative algorithms like Random 

Forest. This research provides critical insights into algorithm suitability for handling imbalanced medical data and lays 

the groundwork for developing effective, reliable, and interpretable clinical decision support systems for early stroke 

intervention. 
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INTRODUCTION 
Stroke remains a major global health burden, characterized by sudden neurological deficits resulting from 

disrupted cerebral blood flow. Despite significant advances in medical technology, early detection of stroke 

risk continues to be a challenge, especially in low-resource settings. Machine learning approaches have 

recently gained traction as effective tools to support clinical decision-making by identifying individuals at 

high risk based on historical health data. Several recent studies have shown promising results in applying 

classification algorithms to stroke prediction, demonstrating improvements in accuracy and generalizability 

across diverse populations. 

 

Recent research has highlighted the importance of developing reliable computational models for stroke 

prediction. Reported that machine learning algorithms such as Random Forest, KNN, and Logistic 

Regression achieved high predictive performance for clinical stroke datasets, though model performance 

varied significantly depending on dataset imbalance and feature distribution [1]. Emphasized that 

classification performance drastically declines when dealing with imbalanced clinical data, particularly in 

hypertension-related prediction tasks, which share risk factors with stroke [2]. In another study discussed 

that predictive analytics plays a crucial role in supporting health-related decision-making, especially when 

processing large datasets with heterogeneous clinical features [3]. 

 

Furthermore, deep learning-based approaches have also been explored to segment clinical data and improve 

classification quality. Highlighted that advanced machine learning models could improve the extraction of 

clinically relevant features, although simpler algorithms often remain more interpretable for medical 

applications [4]. Complementary findings noted that artificial intelligence applications in healthcare 

continue to expand, yet algorithm interpretability and sensitivity toward minority classes such as stroke-

positive patients remain critical challenges [5]. 
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Among classical machine learning classifiers, K-Nearest Neighbors (KNN) and Naive Bayes (NB) remain 

widely used due to their simplicity, low computation cost, and strong performance on structured clinical 

datasets. KNN classifies new cases based on distance similarity with historical instances, making it 

particularly suitable for datasets with clear separation between classes. Conversely, Naive Bayes relies on 

probabilistic inference and often performs well even with limited training data or noisy attributes. However, 

recent studies have reported that both algorithms experience performance degradation when faced with 

imbalanced datasets, a common characteristic of stroke data where the positive class is significantly 

underrepresented. 

 

Based on the gap identified in recent studies, particularly regarding the inconsistent performance of KNN 

and Naive Bayes in imbalanced medical datasets, there is a need for further investigation to determine 

which algorithm provides more reliable predictions for stroke risk. Therefore, this research aims to compare 

the performance of the K-Nearest Neighbors and Naive Bayes algorithms in predicting stroke disease using 

an imbalanced clinical dataset, emphasizing accuracy, precision, recall, and ROC-AUC to determine the 

most effective classification model for early stroke prediction. 

 

METHODS 

This study employed the Cross-Industry Standard Process for Data Mining (CRISP-DM) as the 

methodological framework. Instead of presenting a research diagram, the entire process is described 

narratively to provide a clearer understanding of each stage, from problem definition to model evaluation. 

1. Business Understanding 

The first stage focused on defining the objectives of the study, namely to compare the performance 

of the K-Nearest Neighbors (KNN) and Naive Bayes (NB) algorithms in predicting stroke disease. 

The goal was to develop a predictive model capable of supporting early detection and aiding 

clinical decision-making. This stage also identified essential success criteria, such as model 

accuracy, sensitivity, and reliability in detecting minority stroke cases. 

2. Data Understanding 

At this stage, the dataset was examined to identify its structure, characteristics, and potential 

issues. The dataset used in this study was obtained from the Kaggle platform and consisted of 

5,110 patient records with 12 attributes, including age, gender, hypertension, heart disease, 

average glucose level, body mass index, and smoking status. Exploratory analysis was conducted 

to observe feature distributions, identify patterns, detect outliers, and determine the presence of 

missing values that might affect the classification process. 

3. Data Preparation 

The data preparation stage involved cleaning and transforming the dataset to ensure consistency 

and improve model performance. Missing values were addressed using appropriate imputation 

techniques. Categorical attributes were encoded into numerical formats, while numerical attributes 

were normalized to ensure consistent scale, particularly important for distance-based algorithms 

such as KNN. The dataset was then split into training and testing sets through cross-validation to 

minimize bias and ensure robust evaluation. 

4. Modeling 

In the modeling stage, two machine learning algorithms, KNN and Naive Bayes were applied to 

the prepared dataset. 

 

a. Algorithms KNN 

Ne$are$st Ne$ighbor or K-Ne$are$st Ne$ighbor (KNN) is one$ of the$ classification algorithms in data 

mining that utilize$s ne$arby data to make$ pre$dictions on ne$w data that is not ye$t known (te$st data) 

[6]. This algorithm works by finding a numbe$r of close$st ne$ighbors from the$ te$st data and 

de$te$rmining the$ te$st data class base$d on the$ majority of the$ classe$s from the$ ne$are$st ne$ighbor 

(training data) found [7]. Ne$are$st Ne$ighbor can be$ use$d to handle$ various type$s of data, both 

nume$rical and cate$gorical. In cate$gorical data, the$ calculation of the$ distance$ of diffe$re$nce$ or 

similarity cannot be$ calculate$d using mathe$matical ope$rations as can be$ done$ on nume$rical data.  

Give$n the$ training datase$t D and spacing size$ 

a. (xi, yi), i = 1, 2, …, N 

b. xi is the $ training data in Rn
 

c. yi is the $ appropriate$ class of the$ data xi, and yi {cj, j 1, 2, ... M} 

d. dist (x - xi)=|| x - xi || 
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The$ ne$w obse$rvation data x is classifie$d into one$ of the$ yj classe$s using  the$ following algorithm: 

1. E$nte$r ne$w data x 

2. Calculate$ the$ distance$ x to all xi training sample$s in the$ datase$t: dist (x - xi) 

3. Sort dist (x - xi) (i = 1, 2, …, N) In asce$nding orde$r and orde$r all xi according to: xr1, xr2, 

…, xrk, …, xrN 

4. For the$ classification of the$ ne$are$st ne$ighbors (NN) classify x to yrl 

5. For the$ K-NN classification,  classify x to the$ yrp majority class  among the$ top k-rank 

data: { xr1, xr2, …, xrk, }. 

 

Although the$ E$uclide$an (L2) and city block distance$ (L1) is a typical choice$ for distance$ 

me$asure$me$nts, othe$r distance$s can be$ use$d de$pe$nding on the$ application. The$ ne$are$st ne$ighbor 

(NN or 1-NN) produce$s too many classe$s, while$ K-NN provide$s more$ re$liable$ classification 

re$sults [1]. This is be$cause$ the$ k value$ has a smoothing e$ffe$ct that make$s the$ classifie$r more$ 

re$sistant to outlie$rs. Howe$ve$r, the$ pe$rformance$  of the$ K-NN  classifie$r de$pe$nds on the$ choice$ of 

k which is usually de$te$rmine$d e$mpirically.  

 

b. Algorithms NB 

Baye$sian classification is a statistical classification that can be$ use$d to pre$dict the$ probability of 

me$mbe$rship of a class discove$re$d by the$ British scie$ntist Thomas Baye$s [8]. Naive$ Baye$s is a 

fairly simple$ and e$asy-to-imple$me$nt classification algorithm so it is ve$ry e$ffe$ctive$ whe$n te$ste$d 

with the$ corre$ct data se$t, e$spe$cially if Naive$ Baye$s is combine$d with function se$le$ction, so that 

Naive$ Baye $s can re$duce$ re$dudant in the$ data, in addition Naive$ Baye$s shows good re$sults whe$n 

combine$d with the$ cluste$ring me$thod [9]. Naive$ Baye$s has prove$n to have$ high accuracy 

compare$d to support ve$ctor machine$s. 

 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
   (1) 

 

So X is the$ e$vide$nce$, H is the$ hypothe$sis, P(H|X) i.e$. probability is hypothe$sis H is true$ proof X 

or on P(H|X) is the$ poste$rior propiability H with the$ condition X, P(X|H) is the$ probability that 

the$ proof X is true$ or hypothe$sis H or the$ probability of Poste$rior X is the$ same$ as the$ condition 

H, P(H) is the$ probability prior to hypothe$sis H, and P(X) is the$ probability of the$ prior proof X. 

 

𝑃(𝐶|𝐹1 … . . 𝐹𝑛) =
𝑃(𝐶)𝑃(𝐹1.𝐹𝑛|𝐶)

𝑃(𝐹1…𝐹𝑛)
  (2) 

 

So Variable$ C de$scribe$s the$ class, while$ variable$ F1… Fn de$scribe$s the$ characte$r of the$ clue$ in 

classifying. Whe$re$ this formula e$xplains the$ chance$ that the$ sample$ e$nte$rs the$ spe$cial characte$r 

in class C (Poste$rior), name$ly the$ chance$ of le$aving class C (be$fore$ the$ e$ntry of the$ sample$, many 

are$ made$ priors), multiplie$d by the$ probability of the$ appe$arance$ of the$ characte$r of the$ sample$ 

class C (also calle$d like$lihood), divide$d by the$ probability of the$ appe$arance$ of the$ sample$ 

characte$r globally (also calle$d e$vide$nce$) [9]. The$ formula above$ can be$ made$ simply as follows 

 

𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =
𝑃𝑟𝑖𝑜𝑟 𝑥 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑑

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
  (3) 

 

Continuous data classification is use$d Gauss De$nsity formula: 

 

𝑃(𝑋𝑖 = 𝑋𝑖|𝑌 = 𝑦𝑗) =
1

√2𝜋𝜎𝑖𝑗
𝑒

(𝑥𝑖−𝜇𝑖)2

2𝜎2𝑖𝑗   (4) 

Whe$re$: 

 P:  Opportunity  

Xi:  Attribute$ to i  

xi:  Value$ of attribute$ to i  

Y:  Se$arche$d class  

yi :  Subclass Y sought afte$r  

μ :  me$an, de$scribing the$ ave$rage$ of all attribute$s  

σ  : Standard deviation,  varian across attribute$s.  
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5. E$valuation 

Confusion matrix 

This me$thod only use$s matrix table$s as in Table$ 1, if the$ datase$t consists of only two classe$s, one$ 

class is conside$re$d positive$ and the$ othe$r is ne$gative $[10]. E$valuation with confusion matrix re$sults 

in accuracy, pre$cison, and re$call value$s.   

 

Table$ 1. Confusion matrix 
Corre$ct 

Classification 

Classifie$d as 

+ - 

+ True$ positive$s False$ ne$gative$s 

- False$ positive$s True$ ne$gative$s 

 

True$ Positive $ is the$ numbe$r of positive$ re$cords classifie$d as positive$, false$ positive$ is the$ numbe$r 

of ne$gative$ re$cords classifie$d as positive $[11], false$ ne$gative$ is the$ numbe$r of positive$ re$cords 

classifie$d as ne$gative$, true$ ne$gative$ is the$ numbe$r of ne$gative$ re$cords classifie$d as ne$gative$,  

 

𝐴𝐶𝐶 =
TP+TN

TP+TN+FP+FN
            (5) 

𝑃 =
TP

TP+FP
   (6) 

𝑆𝑛 =
TP

TP+FN
                    (7) 

𝑆𝑝 =
TN

TN+FP
                   (8) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2x
P x Sn

P+Sn
   (9) 

 

ROC Curve 

The$ ROC curve$ is a graphical plot that illustrate$s the$ diagnostic capabilitie$s of a binary 

classification syste$m be$cause$ its discrimination thre$shold varie$s. This me$thod was originally 

de$ve$lope$d for military radar re$ce$iving ope$rators starting in 1941, which gave$ rise$ to its name$. The$ 

ROC curve$ is cre$ate$d by plotting the$ true$ positive$ rate$ (TPR) against the$ false$ positive$ rate$ (FPR) 

at various thre$shold se$ttings. True$ positive$ le$ve$ls are$ also known as se$nsitivity, me$mory, or 

de$te$ction probability. The$ false$ positive$ rate$ is also known as the$ probability of false$ alarms and 

can be$ calculate$d as (1 - spe$cificity). ROC can also be$ thought of as a plot of stre$ngth as a function 

of the$ Type$ I E$rror of the$ de$cision rule$ (whe$n pe$rformance$ is calculate$d only from a sample$ of the$ 

population, it can be$ conside$re$d as an e$stimator of this numbe$r). The$ pe$rformance$ of AUC 

accuracy can be$ classifie$d into se$ve$ral groups, name$ly [12]: 

1. 0.90 – 1.00 = E$xe$lle$nt Classification 

2. 0.80 – 0.90 = Good Classification 

3. 0.70 – 0.80 = Fair Classification 

4. 0.60 – 0.70 = Poor Classification 

5. 0.50 – 0.60 = Failure$ Classification 

 

6. Deployment 

Although full deployment was not conducted in this study, the final stage of the CRISP-DM 

framework outlines how the developed model can be integrated into real-world applications. The 

predictive models, once optimized, may be implemented in clinical decision support systems to 

assist healthcare professionals in identifying high-risk patients and supporting preventive 

healthcare strategies. 

 

RESULT AND DISCUSSION 
A. Data Pre$paration 

Data on this Stroke$ dise$ase$ re$se$arch can be$ obtaine$d dire$ctly from the$ official 

we$bsite$www.kaggle$.com (https://www.kaggle$.com/datase$ts/fe$de$soriano/stroke$-pre$diction-datase$t) 

which is acce$sse $d on July 17, 2024, The$ numbe$r of data re$cords is 5,110 data which is the$ numbe$r of 

patie$nts who e$xpe$rie$nce$ symptoms and the$ numbe$r of datase$t attribute$s is 12 attribute$s which are$ 

symptoms e$xpe$rie$nce$d by Stroke$ patie$nts. The$ following table$ is the$ original data that will be$ 

proce$sse$d starting from the$ pre$proce$ssing stage$, the$ distribution of te$st data and training data, the$ 

https://www.kaggle$.com/datase$ts/fe$de$soriano/stroke$-pre$diction-datase$t
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imple$me$ntation of the$ KNN me$thod and optimization using the$ Bagging Te$chnique$. The$se$ attribute$s 

are$ de$scribe$d in Figure$ 1. be$low: 

 
Figure$ 1. Datase$t snippe$ts 

 

The$ Figure 1$ shows the$ data in this study, the$ data has a labe$l on the$ stroke$ attribute$, the$ labe$l on this 

data is 1 if the$ patie$nt has a stroke$ or 0 if not. The$ tool use$d in this re$se$arch is the$ rapid mine$r 

application (Altair AI Studio). 

 

B. Modeling 

The$ se$le$ction and application of appropriate$ mode$ling te$chnique$s is carrie$d out at this stage$. The$ 

mode$ling in this study use$s pre$dictive$ data mining te$chnique$s. 

1. Research Using the K-Nearest Neighbor Algorithm 

The$ application of data on rapidmine$r for stroke$ dise$ase$ pre$diction using the$ K-Ne$are$st Ne$ighbor 

algorithm is shown in Figure$ 2: 

 
Figure$ 2. KNN Algorithm mode$ling on rapidmine$r 

 

In Figure$ 2, the$ datase$t that has be$e$n pre$pare$d is applie$d to the$ rapidmine$r application by conducting 

e$xpe$rime$nts using cross validation which can dire$ctly divide$ the$ data into training data and te$sting 

data be$cause$ the $ data use$d is supe$rvise$d and the$ algorithm use$d is KNN. The$ re$sults of the$ e$xpe$rime$nt 

can be$ se$e$n in figure$ 3 be$low. 
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Figure$ 3. Confusion matrix of KNN algorithm 

 

Figure$ 3 is the$ confusion matrix that shows the$ re$sults of the$ e$xpe$rime$nt, in the$ confusion matrix we$ 

can se$e$ the$ re$sults of accuracy, pre$cision class, and re$call class. The$ re$sulting accuracy is 94.50 %. 

The KNN algorithm achieved an accuracy of 94.50%, aligning with findings who reported an 

accuracy of 93.87% using KNN for cardiovascular risk prediction, highlighting KNN’s capability in 

handling numeric medical datasets [13]. However, KNN showed very low sensitivity to minority class 

(stroke cases), reflected in recall value of only 1.20%, indicating limitations in unbalanced dataset 

scenarios. Similarly, Stated that KNN performance significantly deteriorates when class imbalance 

exists, requiring oversampling or parameter tuning [2]. 

2. Research Using Naive Bayesian Algorithm 

A me$thod that can improve$ the$ le$ve$l of accuracy is the$ use$ of the$ naïve$ Baye$s algorithm. The$ follow-

up e$xpe$rime$nt carrie$d out in this study is the$ use$ of the$ naïve$ baye$s algorithm. The$ application of 

stroke$ pre$diction rapidmine$rs using the$ Naïve $ Baye$s Algorithm can be$ se$e$n in figure$ 4 be$low: 

 
Figure$ 4. Application of rapidmine$r naïve$ baye$s algorithm 

 

The$ e$xpe$rime$nt in Figure$ 5 is a validation te$chnique$ to divide$ training data and te$sting data using 

cross validation validation te$chnique$s. From the$ e$xpe$rime$nt, we$ ge$t the$ re$sults that we$ can se$e$ in 

figure$ 6. 
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Figure$ 5. Naïve$ Baye$s' algorithm's confusion matrix 

 

The figure presents the evaluation results of the Naïve Bayes model for stroke disease prediction. 

Based on the results, the model achieved an accuracy of 88.83% with relatively low variability 

(±1.41%), indicating that the model is able to classify data with reasonably good performance. 

However, there are notable differences between the precision and recall values across the two classes. 

For class 1 (patients with stroke), the precision was 15.89%, while the recall reached 30.12%. This 

suggests that although the model successfully identified some patients who actually experienced a 

stroke, a considerable proportion of predictions for class 1 were incorrect. In contrast, the model 

performed significantly better in detecting class 0 (patients without stroke), with a precision of 

96.25% and recall of 91.83%, demonstrating high effectiveness in identifying non-stroke cases. 

 

The Naïve Bayes algorithm produced accuracy of 88.83% ± 1.41%, slightly lower than KNN; 

however, it achieved a higher AUC of 0.767 ± 0.048, indicating better probability-based 

classification. Also reported that Naïve Bayes performed well in stroke prediction due to its ability to 

manage probabilistic patient features efficiently [14]. Despite this, recall for stroke patients (30.12%) 

remains insufficient for clinical applicability, similar to the findings who emphasized that Naïve 

Bayes often misclassifies minority classes in medical datasets without optimization [15]. 

 

 
Figure$ 6. Accuracy comparison 

 

1 2 3 4 5 6 7 8 9 10

accuracy KNN 94.42% 94.46% 94.40% 94.42% 94.46% 94.40% 94.46% 94.40% 94.36% 94.52%

accuracy NB 88.53% 88.46% 88.77% 88.68% 88.45% 88.59% 88.60% 88.67% 88.71% 88.83%
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Based on diagram above, it is evident that changes in the number of K-Folds in Cross Validation 

during classification yield different levels of accuracy. This allows us to identify the optimal fold 

configuration. The results show that using 10 K-Folds produces the highest accuracy and precision 

values, although the recall value is not the highest compared to other K-Fold settings. In addition to 

analyzing the confusion matrix to determine the performance of this experiment, the ROC-AUC curve 

can also be used as a reference. A comparison of the ROC-AUC results between studies that did not 

apply Bagging and those that implemented Bagging is presented in figures 7 and 8. 

 
Figure$ 7. ROC-AUC Curve$ e$xpe$rime$ntal re$sults using KNN 

 

The figure illustrates the Receiver Operating Characteristic (ROC) curve for the K-Nearest Neighbors 

(KNN) model in predicting stroke disease. The resulting Area Under the Curve (AUC) value is 0.669 

± 0.048, with a micro-average of 0.669. The ROC and AUC curves indicate the model's capability to 

distinguish between patients at risk of stroke (positive class) and those without stroke risk (negative 

class). 

 

The ROC curve plots the True Positive Rate (TPR) against the False Positive Rate (FPR) across 

various threshold values. Visually, the curve shows that the model has moderate discriminatory 

ability. An AUC of 0.669 implies that the model correctly differentiates between positive and negative 

classes with a probability of 66.9%, which exceeds the random baseline (AUC = 0.5), but is still far 

from ideal performance (AUC approaching 1.0). 

 

These results suggest that the KNN model struggles to effectively detect patients at risk of stroke 

(positive class), mainly due to class imbalance within the dataset. This imbalance is reflected in the 

ROC curve positioned closer to the diagonal line, indicating suboptimal performance in classifying 

minority classes. 

 

Therefore, optimization measures are necessary, such as implementing data balancing techniques 

(oversampling or undersampling), adjusting KNN model parameters, or utilizing alternative 

algorithms that are more sensitive to class imbalance. These improvements have the potential to 

enhance the model’s capability in detecting stroke-risk patients, thereby increasing the reliability and 

applicability of prediction results in real-world settings. 
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Figure$ 8. ROC-AUC curve$ e$xpe$rime$nt using Naïve$ Baye$s 

 

The figure shows the ROC curve used to evaluate the performance of the Naïve Bayes model in 

predicting stroke disease. The resulting AUC value is 0.767 ± 0.048, with a micro-average of 0.767. 

This indicates the model's ability to distinguish between positive classes (patients with stroke) and 

negative classes (patients without stroke). 

 

The ROC curve is plotted by comparing the True Positive Rate (TPR) and False Positive Rate (FPR) 

at multiple threshold levels. A curve positioned near the top-left corner indicates good model 

performance. In this figure, the curve demonstrates relatively strong performance, although 

improvement is still required, particularly in detecting positive cases. 

 

An AUC of 0.767 shows that the model has a 76.7% probability of correctly differentiating between 

stroke and non-stroke patients. Despite the satisfactory results, model performance still requires 

enhancement, especially considering the importance of early stroke detection to prevent severe 

complications. 

 

False-negative predictions can pose significant risks in clinical settings, as patients with actual stroke 

risk may go undetected. Therefore, additional optimization is required, such as tuning model 

parameters or using more advanced algorithms, to improve prediction sensitivity and accuracy. 

Moreover, dataset balancing and ensemble approaches may further enhance the model’s performance 

in predicting minority classes. 

 

RESULT AND DISCUSSION 

This study aims to predict stroke disease using the K-Nearest Neighbors (KNN) and Naïve Bayes 

algorithms with datasets obtained from Kaggle. The dataset consists of 5,110 patient records with 12 

attributes representing various observable symptoms. Modeling was conducted using the RapidMiner 

application, employing a cross-validation approach to divide the data into training and testing subsets. 

 

In the first experiment, the KNN algorithm achieved an accuracy of 94.50%, demonstrating strong overall 

predictive performance. However, the confusion matrix revealed significant limitations in detecting high-
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risk stroke patients (class 1), with precision and recall values of only 7.89% and 1.20%, respectively. This 

weakness is primarily attributed to class imbalance, where non-stroke patients (class 0) dominate the 

dataset. Furthermore, the ROC–AUC curve generated an AUC score of 0.669 ± 0.048, indicating only 

moderate discriminatory capability. 

 

The ROC–AUC result is notably lower than that reported, who achieved an AUC of 0.81 using KNN 

optimized with SMOTE-based balancing techniques. This supports the argument that additional 

optimization through oversampling or undersampling is necessary to improve the model’s sensitivity, 

particularly for minority classes [16]. 

 

In the second experiment, the Naïve Bayes algorithm obtained an accuracy of 88.83% ± 1.41%, which is 

lower than that of KNN. Nevertheless, it performed better in terms of probability-based prediction, 

recording an AUC of 0.767 ± 0.048. Despite this improvement, class imbalance continued to negatively 

affect performance in identifying stroke patients, as indicated by the relatively low precision (15.89%) and 

recall (30.12%). These findings are consistent with, who suggested that KNN is highly sensitive to data 

imbalance, whereas Naïve Bayes is efficient but less robust without parameter adjustments [17]. 

Additionally, recommended applying ensemble techniques (e.g., bagging or boosting) or dataset balancing 

strategies to enhance sensitivity in detecting high-risk cases [18]. 

 

In summary, each algorithm demonstrates distinct strengths and weaknesses. KNN achieves higher overall 

accuracy but is less capable of handling imbalanced datasets, whereas Naïve Bayes provides better 

probabilistic modeling but still suffers from reduced sensitivity to minority classes. Therefore, model 

performance may be improved through parameter tuning, data balancing, or the implementation of 

ensemble-based approaches. 

CONCLUSION 

This study aimed to compare the performance of the K-Nearest Neighbors (KNN) and Naive Bayes 

algorithms in predicting stroke disease based on publicly available medical datasets, and the results confirm 

that both algorithms can serve as viable predictive models within clinical decision-support contexts. The 

findings show that KNN achieved the highest overall accuracy (94.50%), yet demonstrated limited 

sensitivity in detecting stroke cases due to the substantial class imbalance within the dataset. Meanwhile, 

the Naive Bayes model, although producing a lower accuracy, demonstrated superior discriminative 

capability through a higher ROC-AUC score (0.767 ± 0.048), indicating a more stable probability-based 

classification performance. These results emphasize that algorithmic performance in medical prediction is 

strongly influenced by data quality and distribution, highlighting the need for optimization strategies such 

as dataset balancing, ensemble modeling, or alternative algorithms like Random Forest and Gradient 

Boosting. The study’s implications suggest that, with appropriate optimization and clinical integration, 

predictive models such as KNN and Naive Bayes have significant potential to enhance early stroke 

detection, support healthcare professionals in making more informed decisions, and contribute to preventive 

efforts for individuals at elevated risk. 
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