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Abstract. Student mental health is a growing concern due to increasing academic pressure, social demands, and 
economic factors affecting their well-being. Depression, a common issue among students, significantly impacts 
academic performance and overall quality of life. Therefore, early detection and accurate prediction of student mental 
health conditions are essential to provide timely interventions. This study aims to improve the accuracy of depression 
prediction among university students by integrating Particle Swarm Optimization (PSO) for feature selection with 
Random Forest (RF) as the classification model. The dataset used is the Student Depression Dataset from Kaggle, 
consisting of 27,900 respondents with 18 features related to demographic, academic, and psychological factors. Data 
preprocessing includes handling missing values, normalization, categorical encoding, and feature selection using PSO. 
The model is trained and evaluated using 10-Fold Cross-Validation. Experimental results show that PSO-optimized 
Random Forest outperforms the standard Random Forest model. The optimized model achieves an accuracy of 84.08%, 
precision of 82.79%, recall of 77.79%, and an AUC-ROC score of 0.912, improving classification performance. These 
findings demonstrate that PSO effectively enhances feature selection, leading to better classification accuracy. This 
study contributes to the development of a more accurate and efficient machine learning model for detecting student 
depression. By optimizing feature selection, this approach reduces computational complexity while maintaining high 
predictive performance. Future research can explore hybrid optimization techniques such as Genetic Algorithm (GA) 
or Differential Evolution (DE) to further enhance model generalization across different datasets. 
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INTRODUCTION 
Student mental health is an issue that is getting more and more attention because students' mental health is 
an aspect that can affect their academic achievement and psychological well-being. The transition from 
high school to college is a challenging period that often leads to stress and depression, especially for new 
students who face increased academic and social pressure[1]. Academic factors such as final projects can 
also be the main trigger for mental health problems, especially for final year students who have to complete 
their thesis independently, and early detection of mental health disorders can be an effective preventive step 
in reducing negative psychological impacts on students.[2].  
 
Several previous studies have proposed various machine learning-based methods to classify and predict 
depression rates among college students. Research by Sawangarreerak and Thanathamathee [3] developed 
a model of predicting student depression using the Random Forest algorithm with sampling techniques to 
handle data imbalances. The results show that a combination of sampling techniques and ensemble learning 
can improve accuracy in predicting students' mental health. However, the study still faces challenges in 
selecting optimal features to improve model efficiency. 
 
Another study by Abrori and Fatah [4] used Decision Tree in depression classification with RapidMiner 
software. This model shows high accuracy, reaching 97.50%, but is prone to overfitting complex datasets. 
Meanwhile, Budiman et al. [5] examined a Naïve Bayes-based approach to detecting indications of 
depression based on social media text analysis. The results of their study showed that the combination of 
TF-IDF and Complement Naïve Bayes (CNB) provided the best performance with an F-score of 91.98%. 
This approach is effective in text analysis, but it is less than optimal in handling data with heterogeneous 
features. 
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In addition, research by Aziz et al. [6] applied the text mining-based Support Vector Machine (SVM) 
method for depression classification, with high accuracy results of up to 100%. However, this model 
requires complex and less flexible parameter tuning to datasets with diverse numerical and categorical 
features. Rahayu et al. [7] compared several machine learning algorithms, including Decision Tree, 
Random Forest, Naïve Bayes, and K-Nearest Neighbor (KNN) in the classification of texts related to 
depression and anxiety. The results of their research show that Random Forest has the best performance 
with an accuracy rate of 96%, making it one of the most reliable models for mental health predictions. 
 
Based on previous studies, it can be seen that the machine learning method has provided a promising 
approach in detecting students' mental health conditions. However, most studies still have limitations in 
terms of optimal feature selection and handling of datasets with complex and unbalanced features. In 
addition, some models have limitations in computational efficiency and interpretability. Therefore, this 
study proposes a combined approach of Particle Swarm Optimization (PSO) for feature selection and 
Random Forest as a classification model to improve the accuracy of student mental health predictions. With 
this approach, it is hoped that a more efficient, accurate, and well-interpretable model can be obtained to 
support early intervention in handling student mental health. 
 
METHODS 
 
 

 
Figure 1. Step Method 

 
 
 
Data Collection 
This study used the Student Depression Dataset from Kaggle, which consisted of 27,900 respondents with 
18 attributes that included demographic, academic, and psychological factors of students. The main 
attributes used included age, gender, academic stress, learning satisfaction, social media addiction, and 
family history of mental illness. This data is processed through several stages. 
 

Table 1. Student Depression Dataset Feature Table 
Feature Data Type Description 

Id String A student's unique identification number 
Gender Categorical Gender (male/female) 

Dataset 

Feature Selection 

Overfitting or Over Value Detection 

PSO Algorithm 

Fitness Population 

Classification 

New Dataset 

Random Forest 

Training Test 
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Age Numerical The Age of the Students in the Year 
City Categorical City of residence 
Profession Categorical Profession 
Academic Pressure Numerical (1-10) Academic stress levels 
Work Pressure Numerical (1-10) Work stress level 
CGPA Numerical Cumulative average score 
Study Satisfaction Numerical (1-10) Learning satisfaction level 
Job Satisfaction Numerical (1-10) Job satisfaction level 
Sleep Duration Categorical Average sleep duration 
Dietary Habits Categorical Eating habits 
Degree Categorical College Majors 
Have you ever had suicidal 
thoughts? 

Categorical Suicidal Thoughts (Yes/No) 

Work/Study Hours Numerical (0-12) Average Learning Duration 
Financial Stress Numerical (1-10) Financial Stress Levels 
Family History of Mental Illness Categorical Family history of mental illness (Yes/No) 
Depression Categorical Depressed status (Yes/No) - Target 

Variable 
 
 
Data Preprocessing 
In this stage, the data is analyzed The presence of missing values in the dataset can reduce the amount of 
information learned by the machine learning model during the training stage, which ultimately negatively 
affects the accuracy of the classification[8]. Data cleansing is an important process in handling lost data to 
ensure the integrity and quality of data analysis[9]. Data cleansing is not just about filling in the gaps in the 
dataset, but also about understanding and selecting the most appropriate techniques to ensure that the data 
used in clinical analysis or decision-making is accurate and reliable[10]. In this study, the researcher 
overcame missing values with the mean imputation method. 
 
Data normalization is an important step in the data processing process that aims to improve the accuracy of 
the prediction model[11] Numerical features are normalized using Min-Max Scaling to range from [0,1] 
Min-max model normalization is done by changing each value in a feature to improve model performance 
[12]. 
 
Transforming category data into numerical data is an important step in many machine learning 
applications[13]. Encoding Categorical Data Variables such as gender, relationship status, and eating habits 
are converted into numerical forms with One-Hot Encoding. One-Hot Encoding consistently achieves the 
highest accuracy across the various machine learning algorithms evaluated, although it requires longer 
processing times, especially when feature cardinality is high[13]. 
 
The selection of the right features can make a significant contribution to improving the efficiency and 
effectiveness of big data analytics in the performance of machine learning models[14]. Use Pearson 
Correlation Coefficient to eliminate irrelevant or redundant features in further analysis with high linear 
correlation[15]. 
 

 
Figure 2. Data Preprocessing 
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Feature Selection with Particle Swarm Optimization (PSO) 
Particle Swarm Optimization (PSO) is a metaheuristic optimization algorithm inspired by the social 
behavior of flocks, such as birds or fish, in search of optimal solutions in the search room[16]. In PSO, each 
particle represents a set of hyperparameter values that are evaluated based on specific criteria, such as 
accuracy or prediction error values. With the mechanisms of exploration and exploitation, these particles 
move towards optimal solutions based on individual and collective experiences in the population[17]. 
Feature selection was conducted using Particle Swarm Optimization (PSO) to select the best subset of 
features that improve the accuracy of students' mental health predictions. The PSO algorithm works with: 
 
Initialize a random particle population in the feature search space[18]. 
 
Determine fitness function based on the accuracy of the Random Forest model using a selected feature 
subset[19]. 
 
Update particle position and velocity based on individual best values (𝑝!"#$) dan global (𝑔!"#$) Using the 
equation 
 

𝑣%$&' = 	𝑤		𝑣%$ +	𝑐'		𝑟'		(𝑝𝑏𝑒𝑠𝑡% −	𝑥%$) +	𝑐(	𝑟(	(𝑔𝑏𝑒𝑠𝑡	 −	𝑥%$)	
	

𝑥%$&' =	𝑥%$ +	𝑣%$&' 
 
 
With 𝑤 as inertia weight, 𝑐', 𝑐( as an acceleration coefficient, dan 𝑟', 𝑟( as a random number between 0 and 
1[20]. Iterations are carried out to convergence, i.e. when the maximum number of iterations is reached or 
there is no significant change in the value fitness[19]. 
 
Classification with Random Forest 
After obtaining a subset of the best features from the PSO, the Random Forest (RF) model is used for 
classification with the following steps: 
 
Constructing RF Classifications: The model is formed with n_estimators selected through hyperparameter 
tuning[20]. 
 
The 10-Fold Cross-Validation technique was used to divide the data into 10 subgroups, where one subgroup 
was used as test data and the rest as training data[21]. By utilizing 10-Fold Cross-Validation, machine 
learning models show increased accuracy and reliability[22] 
 
Proper Prediction and Validation The proper evaluation of Machine Learning models is essential to ensure 
security, fairness, and reliability in their use[23].  The model is tested with test data to obtain evaluation 
metrics such as accuracy, precision, recall, F1-score, and AUC-ROC. All of these metrics are used in the 
study to evaluate the performance of machine learning models, with the aim of providing a more 
comprehensive picture of the model's reliability and usefulness in real-world contexts[23]. 
 

 



 
 

 
	

48 

 

 
Figure 3. Testing the Random Forest Algorithm Model and  

Random Forest algorithm optimized with PSO  
 
Model Evaluation 
Model evaluation was carried out by comparing Random Forest with and without PSO. Some of the key 
metrics used are: 
 
Accuracy : Measures how often the model makes correct predictions. 
Precision : The correct accuracy of positive predictions of all positive predictions made. 
Recall : The model's ability to detect all actual positive examples. 
AUC-ROC : Measures model performance at various thresholds, with areas below the ROC curve higher 

indicating better model performance in distinguishing between positive and negative 
classes[24]. 

 
 
RESULT AND DISCUSSION 
This study aims to improve the accuracy of students' mental health predictions by optimizing feature 
selection using Particle Swarm Optimization (PSO) on the Random Forest (RF) model. The results of the 
experiment showed that the integration of PSO with RF provided improved model performance compared 
to RF without feature optimization. 
 

Table 2. Model Performance Comparison  
Akurasi (%) Precision (%) Recall (%) AUC-ROC 

Random Forest without PSO 83.66 ± 05 82.35 ± 1.24 77.14 ± 1.00 0.909 ± 0.006 
Random Forest with PSO 84.08 ± 0.57 82.79 ± 1.01 77.79 ± 1.25 0.912 ± 0.00404 

 
The increase in accuracy by 0.42%, precision by 0.44%, and recall by 0.65% indicates that PSO is able to 
optimize the selection of features that are more relevant to the prediction target. Higher recalls showed that 
models with PSO were better at detecting cases of student depression compared to models without feature 
selection. The increased precision suggests that models with PSO are able to reduce errors in classifying 
individuals who are not depressed as depressed. 
 
Compared to previous studies using Decision Tree and Naïve Bayes methods, the methods proposed in this 
study provide better results in terms of model accuracy and stability. In addition, this approach is also 
superior to the Random Forest method without feature selection, as it can improve modeling efficiency 
without significantly adding complexity. 
 
However, there are some limitations in this study. The relatively small increase in accuracy suggests that 
PSO can still be explored further with more optimal parameters or combined with other methods such as 
Genetic Algorithm (GA). In addition, the increased computing time due to PSO iterations is one of the 
challenges that need to be considered. Therefore, future research can examine more efficient optimization 
techniques or test models on datasets with more diverse characteristics to improve model generalization. 
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CONCLUSION 
This study has shown that the use of Particle Swarm Optimization (PSO) as a feature selection method in 
Random Forest can improve the accuracy in predicting students' mental health. The results of the 
experiment proved that the model with PSO optimization provided higher accuracy, precision, and recall 
than Random Forest without feature selection, although the improvement was relatively small. Nonetheless, 
this approach offers efficiency in data processing by eliminating less relevant features, allowing the model 
to work more optimally. The impact of this research is to contribute to the development of a machine 
learning-based student depression early detection system, which can help educational institutions and 
professionals in identifying students who are at risk of mental disorders. However, challenges in PSO 
parameter selection and increased computational time indicate the need for further exploration of other 
optimization techniques. Therefore, further research is recommended to combine PSO with other methods, 
such as Genetic Algorithm (GA) or Differential Evolution (DE), and test it on more diverse datasets to 
ensure broader model generalization. 
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