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Abstract. The general election is a state agenda in Indonesia held every five years. On February 11, 2024, during the
silence period, a video titled "Dirty Vote" was uploaded on YouTube, drawing significant public attention. Its release
during the silence period sparked controversy and prompted various opinions in the video’s comment section.
Sentiment analysis is a suitable method to determine whether public opinions regarding the video are predominantly
positive, negative, or neutral. This study utilized the Support Vector Machine (SVM) classification method with
different kernels, including linear and non-linear (polynomial, RBF, and sigmoid). Support Vector Machine (SVM)
was chosen in this study because it has a high accuracy value. It also requires labels and training data. To accelerate
labeling for large datasets for example 10,000 — 60,000 data such as in this study, a Lexicon-Based approach was
employed. The SVM approach can contribute to lexicon-based, and lexicon-based can help label datasets on SVM to
produce good accuracy. The combination of SVM and Lexicon-Based methods demonstrated that the linear kernel
outperformed others, achieving evaluation metrics of 91.1% accuracy, 91.1% recall, 90.9% precision, and 90.8% F1-
score. Based on these values, the linear kernel model demonstrates good performance in classifying sentiment in textual
data, such as comments or reviews. This model can be used to determine whether a comment or review is positive,
negative, or neutral.
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INTRODUCTION

The general elections are a key instrument of democracy and a vital pillar of democratic systems, allowing
citizens to freely and fairly choose their leaders [1]. Elections in Indonesia follow the principles of direct,
general, free, confidential, honest, and fair, as stated in Article 22E(6) of the 1945 Constitution and
regulated by Law No. 7 of 2017 on General Elections.

Law No. 7 of 2017 outlines the "election silence period" as part of the election stages, regulated under
Article 167(4). For the 2024 election, this period lasts three days, from February 11-13, aiming to give
voters time to reflect objectively and calmly, free from external pressure [2]. During the election silence
period, Article 287(5) of the Election Law prohibits print media, online media, social media, and
broadcasting institutions from publishing news, advertisements, candidate profiles, or any content that
benefits or harms election participants.

On February 11, 2024, during the election silence period, a YouTube video titled "Dirty Vote" was released.
Nearly two hours long, it features constitutional law experts Feri Amsari (legal activist and academic),
Zainal Arifin Mochtar (constitutional law lecturer), and Bivitri Susanti (academic and legal expert). The
film exposes power instruments allegedly used to win elections and undermine democracy, showcasing
blatant misuse of power to maintain the status quo. Fraud tactics are analyzed through their expertise in
constitutional law. The film quickly became a topic of public debate, with supporters of certain presidential
candidates accusing it of being a black campaign deliberately released during the silence period [3]. A black
campaign refers to a form of campaigning aimed at dividing political parties, inciting hatred, and defaming
individuals or groups, either personally or collectively [4]. According to Ninik Rahayu, Chairperson of the
Indonesian Press Council, "Dirty Vote" is not fiction or fake news, but a documentation of presidential
election events, court facts, and academic analysis [5]. Dr. Suko Widodo, a communication lecturer at
Universitas Airlangga and political communication expert, believes that "Dirty Vote" falls into two
categories: educational and critical. It educates viewers on how political contests are ultimately about power
struggles, while also serving as a critique of the government. However, the truth of the narrative in the film
should be confirmed through political dialogue [6].
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In the comment section on YouTube about the film, many people expressed their opinions. These comments
reflect individuals' feelings, judgments, and responses to the content of the documentary. The sentiment of
these comments will be measured using sentiment analysis strategies. The development of sentiment
analysis has been rapid due to its benefits. Around 20 to 30 businesses in the United States focus on
providing sentiment analysis services [7]. Sentiment analysis, also known as opinion mining, is a field of
study that analyzes reviews or opinions, sentiments, evaluations, judgments, attitudes, and emotions of
individuals toward objects such as products, services, organizations, individuals, issues, events, topics, and
their attributes [8]. Sentiment analysis categorizes opinions into positive, negative, and neutral, with neutral
representing a sentiment that is neither positive nor negative.

Research on sentiment analysis of YouTube comments has been previously conducted by Afdhal et al [9].
The data collection process was conducted in two stages: crawling and labeling the comments on videos
containing Islamophobic content to generate the dataset. A similar approach was taken by Soemedhy et al
[10] in their research, which involved data collection with a case study on sexual violence. The data was
sourced from the YouTube channel Narasi, specifically from a video titled "Bunuh Diri NW: Bripda Randy
Tersangka, Penanganan Polisi Dikritik | Narasi Newsroom". Jonathan et al [11] also collected data from
YouTube comment sections, focusing on the Flat Earth Theory, using Python as a tool for data scraping.
Based on these three research mentioned that successfully conducted collecting the data through crawling
on YouTube, this study will also collect data by crawling comments from the documentary film Dirty Vote
on YouTube.

Sentiment analysis can leverage machine learning-based classification algorithms such as K-Nearest
Neighbor (KNN), Random Forest (RF), Decision Tree (DT), Support Vector Machine (SVM), Naive Bayes
(NB), among others, for effective results [12]. Machine learning-based approaches require a dataset and the
development of a model to train the classifier, referred to as the training data. During the classification
process, this training data is tested using testing data to evaluate the model's performance [13].

Research conducted by Ditami et al [14] utilized data from Twitter to analyze public sentiment toward
promotional event programs in marketplaces. By employing the SVM classification algorithm combined
with grid search for optimal parameter tuning, the study achieved an accuracy improvement of 0.54% to
1.44%. Similarly, Fadila et al [15] applied the SVM algorithm alongside the AdaBoost boosting algorithm
to enhance sentiment analysis accuracy, achieving an impressive accuracy rate of 99.31%. Another study
by Salsabila et al [16] compared classification algorithms for sentiment analysis of restaurant reviews in
Malang, using both SVM and Naive Bayes (NB) algorithms. The results indicated that SVM outperformed
NB, with an accuracy of 92.74% compared to 91.67%. Additionally, Oktaviana et al [17] employed
Lexicon-Based Features for feature extraction based on word semantics and used the SVM algorithm to
classify sentiments (positive or negative) regarding online learning policies during the COVID-19
pandemic. The evaluation results showed a 12% improvement in accuracy after incorporating Lexicon-
Based Features. The previous studies mentioned shows that SVM performs better than other method, even
with parameter tuning, SVM stills performs better and maintain high accuracy.

Based on these conditions, this study applies Support Vector Machine (SVM) with Lexicon-Based Features
to conduct sentiment analysis on reviews of the documentary film "Dirty Vote". The purpose of this
research is to classify opinions into categories of positive, negative, or neutral based on their sentiment
tendencies. The classification of three labels, positive, negative, and neutral is implemented to gain better
understanding. Moreover, the large dataset used in this study give more variation of neutral possibility
expressions.

METHODS

In the research methodology section, the structured steps for conducting sentiment analysis on the YouTube
comments of the documentary film "Dirty Vote" will be outlined. The steps include labeling using Lexicon-
Based Features, word weighting with TF-IDF, and the application of the Support Vector Machine (SVM)
classification model. The research framework is illustrated in the research flowchart shown in Figure 1.
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Figure 1. Research Stage

Dataset

The dataset used in this study consists of data crawled from the YouTube comment section, totalling 63,146
entries, collected from the documentary film or video titled "Dirty Vote". This data was then stored in an
Excel file with the .xlsx format. Table 1 below presents a sample of the YouTube comments used in this
study.

Table 1. Youtube Comment Dataset Film Dirty Vote

Comment

mantap...

Di tunggu part II nya pasca pemilu ,, rekap suara, deklarasi awal, pengangkatan
menteri, hak angket, waaaah...banyak deh.. ayo bang observasi dulu.. biar JD
dokumen untuk anak?2 cucu kita nanti

©©©cemen kritikan gue dihapus wkwkwk cemennnnn

Preprocessing

The collected data will be pre-processed, converting raw, unstructured data with noise into clean, structured
data, ready for analysis [18]. After that, the data will be ready for processing. The following are the steps
involved in pre-processing.

1) Cleansing: This stage involves removing links, emoticons, hashtags, tagging, punctuation,
newlines, and numbers from the data [19] because these components are considered irrelevant
to the classification process.

2) Case Folding: It is a pre-processing step that involves cleaning the data by removing or
converting uppercase letters to lowercase. This results in the text being uniformly in lowercase,
as shown in Table 2.

Table 2. Case Folding Sample
Comment After Case Folding

mantap

i tunggu part ii nya pasca pemilu rekap suara deklarasi awal pengangkatan menteri
hak angket waah banyak deh ayo bang observasi dulu biar j dokumen untuk anak cucu
kita nanti

cemen kritikan gue dihapus cemenn

3) Normalization: The process of restoring a word to its correct form [20]. Normalizing words to
their standard form by converting abbreviations or non-standard expressions into their proper
equivalents, following a predefined corpus.

4) Stopword Removal: This step involves removing or minimizing words that do not carry
significant meaning in the document, based on a word list from the Sastrawi library. The results
of this stage are shown in Table 3.

Table 3. Stopword Removal Sample

Comment After Stopword Removal

mantap

i tunggu part ii nya pasca pemilu rekap suara deklarasi awal pengangkatan menteri
hak angket waah banyak deh ayo bang observasi biar j dokumen anak cucu nanti
cemen kritikan dihapus cemenn
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5) Lemmatization: This step involves transforming words into their valid forms by reducing
variability through the removal of inflectional suffixes, creating words according to the
dictionary [21]. In other words, this step converts words into their root forms as per the dictionary
without altering their meaning. The results of the lemmatization process are shown in Table 4.

Table 4. Lemmatization Sample
Comment After Lemmatization

mantap

i tunggu part ii nya pasca milu rekap suara deklarasi awal angkat menteri hak angket
waah banyak deh ayo bang observasi biar j dokumen anak cucu nanti

cemen kritik hapus cemenn

6) Tokenization: This step processes the word structure by splitting or separating it into individual
word tokens [22]. The sentences in the dataset are then converted into word-by-word tokens, as
shown in the example in Table 5.

Table 5. Tokenization Sample
Comment After Tokenization

['mantap']

['i', 'tunggu', 'part', 'ii', 'nya', 'pasca’, 'milu’, 'rekap', 'suara’, 'deklarasi', 'awal', 'angkat',
'menteri', 'hak', 'angket', 'waah', 'banyak’, 'deh’, 'ayo', 'bang', 'observasi', 'biar', j',
'dokumen’, 'anak’, 'cucu', 'nanti']

['‘cemen’, 'kritik', 'hapus', 'cemenn']

Sentiment Labelling

After completing the pre-processing stage, the next step is labelling. Labelling is necessary to transfer the
learning process to the SVM. Given the large volume of data, a lexicon-based method is used in the labelling
process to save time [18]. The lexicon-based labeling method requires a dictionary as a reference to
calculate the polarity of opinions or sentiments. In this study, the Inset (Indonesian Sentiment Lexicon)
dictionary is used as the reference. Each word in the review is assigned a weight based on the positive and
negative sentiment words found in the dictionary [23].

Score = (total positive words) — (total negative words) (1)

If the total number of positive words in a review exceeds the number of negative words, it is labelled as
positive sentiment. If the total number of positive words is fewer than the negative words, the review is
labelled as negative sentiment. If the total number of positive and negative words is equal, the review is
labelled as neutral sentiment.

pOSitive if Spositive > Snegative
Sentencesenimens =< netral if Spositive = Snegative 2
negatlve lf Spositive < Snegative

Word Weighting

After the labeling process, the next step is word weighting, or term weighting, using TF-IDF across one or
more documents [24]. TF-IDF is a weighting method that combines term frequency and inverse document
frequency. Term frequency refers to the total occurrence of a term within a document, while inverse
document frequency measures the importance of a word within a document [25]. Because machines can
only process numbers, so each word in the document is assigned a weight or frequency value. The TF-IDF
formula is shown below:

1+ l091o(ftd). fta >0
Tf= { : ' 3
0,foq =0 )
IDF = log,, D% @)
W.a=TF . IDF (5)
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If

= word weight in each document

fd = number of times a term appears in a document
IDF = inverse weight in the document frequency

DF = number of documents containing the term
Wtd = TF — IDF weight

Support Vector Machine (SVM)

Support Vector Machine (SVM) is a widely used algorithm in machine learning for classification and is
classified as supervised learning. SVM performs well with large datasets and yields high-quality text
classification results [13]. The core concept of this algorithm is to find the most optimal hyperplane to
separate the two classes [25]. The illustration of the SVM algorithm is shown in Figure 2.
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Figure 2. Ilustration of The SVM Hyperplane [26]

The hyperplane is obtained using the following equation (6).

w.x)+b=0 (6)
For the data x; belonging to class -1, it can be formulated as equation (7).

w.xi+b)<1,y=-1 (7
and for the data x; belonging to class +1, it can be formulated as equation (8).
w.xitb)>1,yi=1 (8)

The classification step in the SVM algorithm may encounter a situation where the linear kernel does not
perform optimally, resulting in poor classification results. To address this, one approach is to use a non-
linear kernel by utilizing the kernel trick [25]. The kernel functions in SVM include linear, polynomial,
RBF, and sigmoid [27]. The formulas or equations for these kernels are presented in Table 6 below.

Table 6. The Equations for Each SVM Kernel Are as Follows

Kernel Equation
Linear K (xi, x) =xi’ x
Polynomial K@ix)=@x'x+r/y>0
RBF K(xix)=exp(-ylxi—x[),y>0
Sigmoid K (xi, x) = tanh(yxi'x + 1)

Confusion Matrix

The final step after completing all processes is to evaluate the method used. The instrument for evaluating
the employed method is the confusion matrix. The confusion matrix generally has a 2x2 structure for binary
classification, as shown in Table 7 below.
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Table 7. Confusion Matrix 2x2

Actual Data Prediction
Data Positive Negative
Positive TP (True Positive) FP (False Positive)
Negative FN (False Negative) TN (True Negative)

In non-binary classification, the structure is adjusted based on the number of labels or classes used. In this
study, a classification with three labels or classes—positive, negative, and neutral—is applied. Therefore,
the structure of the confusion matrix used is 3x3, as shown in Table 8.

Table 8. Confusion Matrix 3x3
Actual Data Prediction
Data Negative Neutral Positive

Negative ~ TN (True Negative)  FN (False Netral)  FP (False Positive)

Neutral FN (False Negative) =~ TN (True Netral)  FP (False Positive)
Positive FN (False Negative) ~ FN (False Netral) ~ TP (True Positive)

The confusion matrix is necessary to assess the performance of the classification method, including
accuracy, recall, precision, and F1-score. The formulas for calculating these performance metrics are as
follows:

TP+TN
Accuracy = ————— 9)
TP+FP+FN+TN
Precision = (10)
TP+FP
TP
Recall = (11)
TP+FN
Precision x Recall
Fl-Score=2x ———— (12)
Precision+ Recall
Explanation:

* TP (True Positive): Indicates the instances where positive results are correctly detected.

* TN (True Negative): Indicates the instances where negative results are correctly detected.

 FP (False Positive): Indicates the instances where negative results are incorrectly detected as
positive.

* FN (False Negative): Indicates the instances where positive results are incorrectly detected as
negative.

Testing Scenario

This study applies a 20:80 testing ratio, meaning that 20% of the data is used for testing while 80% is
allocated for training. The 20:80 ratio was chosen because previous studies [18] [20] [27] have
demonstrated that it yields the highest accuracy. Additionally, K-Fold Cross Validation is not utilized in
this study, as prior research [28] indicates that SVM achieves superior accuracy without it. Grid search for
parameter tuning is also not applied. Given the sufficiently large dataset, this study focuses on evaluating
the accuracy of SVM across different kernels without the need for parameter tuning.

RESULT AND DISCUSSION

In this study, a dataset consisting of 63,146 review comments was collected from the comment section of
the YouTube channel @DirtyVote using the crawling method. After data filtering, a final dataset of 59,480
review comments was obtained, ready for further processing, from pre-processing to the evaluation stage.
The evaluation results are presented in terms of accuracy and F1-score. The F1-score is an evaluation metric
used to measure the balance or stability between precision and recall. It represents the harmonic mean of
precision and recall. The F1-score describes how well the model classifies labels accurately. Therefore, the
evaluation method used in this study is the F1-score. A higher F1-score indicates a better-performing model.
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Test Results and Analysis of Scenario One
The testing in the first scenario uses a lexicon-based approach and the SVM algorithm with a linear kernel.
The confusion matrix for the SVM linear kernel is shown in Table 9 below.

Table 9. Confusion Matrix SVM Linear Kernel

Actual Data Prediction
Data Negative Neutral Positive
Negative 7159 103 117
Neutral 348 933 161
Positive 228 92 2755

The results from the confusion matrix in the table above are used to assess the model's performance. The
obtained results can be seen in Table 10.

Table 10. Results of Testing Scenario One

Kernel Accuracy Recall Precision Fl-score
Linear 91.1% 91.1% 90.9% 90.8%

Table 10 shows the evaluation results based on the implementation of the F1-score calculation. A higher
F1-score indicates a better-performing model. The values in Table X were obtained with an 80:20 split for
training and testing data, meaning 20% of the data was used for testing and 80% for training, with a random
state set to 42. The table demonstrates that the F1-score achieved is 90.8%.

Test Results and Analysis of Scenario Two

The testing in the second scenario also uses the lexicon-based approach. In this scenario, the kernel used in
the SVM algorithm is the polynomial kernel. The confusion matrix for the SVM polynomial kernel is shown
in Table 11 below.

Table 11. Confusion Matrix for SVM Polynomial Kernel

Actual Data Prediction
Data Negative Neutral Positive
Negative 7255 35 89
Neutral 916 428 98
Positive 1561 28 1486

The results from the confusion matrix in the table above are used to assess the model's performance. The
obtained results can be seen in Table 12.

Table 12. Result of Testing Scenario Two

Kernel Accuracy Recall Precision Fl-score
Polynomial 77% 77% 79.7% 74.1%

Table 12 displays the evaluation results from the testing, calculated using the F1-score. The testing data
and training data composition remains the same as in the first scenario. The table shows that the F1-score
achieved is 74.1%.

Test Results and Analysis of Scenario Three

The testing in the third scenario also uses the lexicon-based approach. In this scenario, the Radial Basis
Function (RBF) kernel is used in the SVM algorithm. The confusion matrix for the SVM Radial Basis
Function (RBF) is shown in Table 13 below.
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Table 13. Confusion Matrix SVM Kernel Radial Basis Function (RBF)

Actual Data Prediction
Data Negative Neutral Positive
Negative 7187 69 123
Neutral 450 841 151
Positive 372 76 2627

The results from the confusion matrix in the table above are used to assess the model's performance. The
obtained results can be seen in Table 14.

Table 14. Result of Testing Scenario Three

Kernel Accuracy Recall Precision Fl-score
RBF 89.5% 89.5% 89.4% 89%

Table 14 displays the evaluation results from the testing, calculated using the F1-score. The data testing
and training composition remains the same as in the first and second scenarios. The table shows that the
F1-score achieved is 89%.

Test Results and Analysis of Scenario Four

The testing in the fourth scenario also uses the lexicon-based approach. In this scenario, the Sigmoid kernel
is used in the SVM algorithm. The confusion matrix for the SVM Sigmoid kernel is shown in Table 15
below.

Table 15. Confusion Matrix SVM Kernel Sigmoid

Actual Data Prediction
Data Negative Neutral Positive
Negative 7033 179 167
Neutral 476 767 199
Positive 303 138 2634

The results from the confusion matrix in the table above are used to assess the model's performance. The
obtained results can be seen in Table 16.

Table 16. Result of Testing Scenario Four

Kernel Accuracy Recall Precision Fl-score
Sigmoid 87.7% 87.7% 87.1% 87.2%

Table 16 displays the evaluation results from the testing, calculated using the F1-score. The data testing
and training composition remains the same as in the first, second, and third scenarios. The table shows that
the F1-score achieved is 87.2%.

Comparison of Testing Results for Each SVM Kernel

The testing for each SVM kernel, using the lexicon-based approach with a 20:80 split (20% for testing and
80% for training) and a random state of 42, resulted in different F1-scores for each kernel. Table 17 below
shows the performance results for each kernel.

Table 17. Result of Testing Comparison for Each SVM Kernel

Kernel Evaluation
Accuracy Recall Precision Fl-score
Linear 91.1% 91.1% 90.9% 90.8%
Polynomial 77% T7% 79.7% 74.1%
RBF 89.5% 89.5% 89.4% 89%
Sigmoid 87.7% 87.7% 87.1% 87.2%
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In Table 17, it can be seen that the linear kernel outperforms in all evaluation metrics. In this study, the
linear kernel provided the best and most optimal results for the case or dataset used. In this case, the linear
kernel performed better than the non-linear kernels.

In the study conducted by Saputra et al [27] on the performance comparison of SVM algorithm kernels in
rice disease classification, it was found that the linear kernel with a 20% testing data and 80% training data
split resulted in the highest accuracy of 89%. The data testing and training composition used in that study
is the same as in the "Dirty Vote" case study, and the results are consistent, with the linear kernel achieving
the highest accuracy. However, in that study, data embedding was performed because the dataset used
consisted of image data, which was then numerically represented.

Another research conducted by Muhammadi et al [18], they researched on the combination of SVM and
lexicon-based approaches for sentiment analysis on Twitter, it was found that the RBF kernel produced the
highest accuracy of 81.73%. This study also used a 20% testing data and 80% training data composition.
Additionally, the study in [18] employed hyperparameter tuning for each kernel.

CONCLUSION

This study used a dataset of 59,480 reviews about the documentary film titled "Dirty Vote." After
undergoing the preprocessing process, labeling was performed using a lexicon-based approach with the
InSet dictionary. The labeling results yielded 36,701 negative, 15,462 positive, and 7,317 neutral data
points. The combination of lexicon-based methods and SVM was performed sequentially, with lexicon-
based used to determine sentiment values, and the lexicon results serving as labeled data for SVM. Four
kernels were tested to find the best kernel, comparing linear and non-linear options (polynomial, RBF, and
sigmoid). The results, with a 20% testing data and 80% training data split, showed that the linear kernel
outperformed the others in every evaluation metric, achieving an accuracy of 91.1%, recall of 91.1%,
precision of 90.9%, and an Fl-score of 90.8%. The results of this study differ from the findings in [18]
which could be attributed to factors such as the features used, parameter settings, and the version of the
lexicon applied. Based on these values, the linear kernel model demonstrates good performance in
classifying sentiment in textual data, such as comments or reviews. This model can be used to determine
whether a comment or review is positive, negative, or neutral.

Several recommendations for future research include: (1) Using the latest version of lexicons or more
comprehensive dictionaries to capture a wider range of words; (2) Exploring different data testing and
training split ratios; (3) Implementing hyperparameter tuning for each kernel to identify the best-performing
SVM model.
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