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Abstract. Transportation is a key element in smoothing the wheels of the economy and connecting various regions, 
especially in big cities like Jakarta which has a high population density. This leads to dense and complex traffic 
conditions. Improving the quality and facilities of public transportation is important to overcome these problems. 
However, people are still reluctant to use public transportation for various reasons. Therefore, it is important to 
understand public sentiment towards public transportation in Jakarta. This research focuses on sentiment analysis of 
train-based transportation, namely KRL, MRT, and LRT. Sentiment analysis is conducted using a hybrid learning 
model with a voting model method, which combines SVM, logistic regression, and CNN algorithms. The data used is 
labeled with InSet sentiment dictionary and extracted features using TF-IDF method. The modeling results show that 
this hybrid model produces 89% accuracy for the KRL dataset, 88% for the MRT dataset, and 81% for the LRT dataset. 
However, this model still has difficulty in predicting neutral and positive classes. The results of this study show that 
hybrid model machine learning with the voting model method can provide quite good results in public transportation 
sentiment analysis, but there is still room for improvement in the classification of neutral and positive sentiments. The 
findings provide important insights for the development of strategies to improve the quality of public transportation 
and encourage people to use the service more. 
. 
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INTRODUCTION 
Transportation is a very important and strategic means of accelerating the economy, connecting regions, 
and influencing various aspects of life [1], [2]. The importance of the role of transportation in an area is 
reflected in the increased mobility of people and goods, which is influenced by population growth rates, 
especially in big cities like DKI Jakarta. DKI Jakarta is one of the provinces with the highest population 
density in Indonesia, which has an impact on traffic congestion. Improving the quality and facilities of 
public transportation aims to reduce congestion, but there are still many people who use private vehicles 
for reasons such as travel time, safety, and convenience [3]. Although public transportation such as KRL 
offers low cost, full conditions during peak hours make users have to share seats [4]. Besides KRL, the 
transportation system in Jakarta also includes MRT and LRT, each of which has its own advantages and 
disadvantages [5]. 

Collecting public opinion on KRL, MRT, and LRT in Jakarta can be done through social media, with 
Twitter as one of the effective platforms. Twitter user comments can be used as a data source using crawling 
techniques for public sentiment analysis [4]. 

Previous research entitled “Comparison of Algorithms for Sentiment Analysis on Commuterline Public 
Transportation Twitter” compared SVM, SVM-PSO, Naïve Bayes, and NB-Adaboost algorithms based on 
accuracy, precision, recall, and AUC, with an average value of SVM: 78.15%, SVM-PSO: 79.47%, Naive 
Bayes: 76.7%, and NB-Adaboost: 78.80% [6]. The research “Sentiment Analysis on Twitter Social Media 
towards Jakarta MRT Using Machine Learning” uses the Naïve Bayes algorithm to assess MRT services 
with the results of 48.8% positive sentiment, 22.4% negative, and 28.8% neutral with 76.21% accuracy [7]. 
The research “Analysis of Public Sentiment towards the Jakarta LRT Trial Using Improved K-Nearest 
Neighbor and Information Gain” using information gain feature selection and K-fold cross validation, found 
that variations in the k value did not significantly affect the f-measure and increasing the number of features 
or thresholds was not always directly proportional to running time [5].  
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This research aims to analyze public sentiment towards the use of KRL, MRT, and LRT in Jakarta using a 
hybrid model that combines machine learning and deep learning. This approach is expected to improve 
prediction accuracy compared to a single model [8]. This hybrid model uses a voting system for sentiment 
classification, where the final prediction of the model is if there are 2 or more models that have the same 
prediction then the prediction becomes the final prediction, but if there is no similarity in predictions from 
all models then the prediction results are selected based on the average probability (soft voting). 

This research is entitled “Sentiment Analysis of Public Opinion on the Use of Rail Transportation in Jakarta 
Using Hybrid Model” and is intended to produce high levels of accuracy, precision, and recall so as to 
provide more precise information about public sentiment towards KRL, MRT, and LRT. This hybrid model 
will combine three algorithms namely Support Vector Machine (SVM), Logistic Regression and 
Convolutional Neural Network (CNN). 

METHODS 
Sentiment analysis is a technique for extracting information from opinions by automatically processing and 
understanding text data to identify and understand expressions in opinions, which aims to reveal and 
categorize user opinions into positive, negative, or neutral sentiments [9], [10]. By utilizing Natural 
Language Processing (NLP) technology and Machine Learning (ML) techniques, sentiment analysis 
extracts and analyzes large text data to understand the opinions of individuals or groups on a subject, both 
for personal and business purposes [11]. The sentiment analysis process involves the stages of data 
collection, preprocessing, data transformation, feature selection, and classification. In the preprocessing 
stage, activities such as cleaning the text from irrelevant characters (cleaning), homogenizing the text into 
lowercase letters (case folding), removing common words (filtering), and converting words into basic forms 
(stemming) are carried out [12]. 

 
Figure 1. Architecture sentiment analysis 

This research focuses on sentiment analysis of public transportation in Jakarta through the process of 
collecting data from Twitter social media using crawler tools. The collected data is then processed through 
a series of natural language processing (NLP) stages, which include text cleaning, sentiment labeling, and 
data transformation using the TF-IDF method. After going through these stages, the data was analyzed 
using a hybrid model to produce a sentiment classification. This research provides important insights into 
the public perception of public transportation in Jakarta, which can be used as a basis for improving the 
quality and facilities of such transportation. 

The classification process uses machine learning and deep learning with a hybrid model that combines the 
strengths of several machine learning and deep learning algorithms to improve the accuracy of sentiment 
analysis. This hybrid model uses a voting model approach that combines Support Vector Machine (SVM), 
Logistic Regression, and Convolutional Neural Network (CNN). SVM is an extension of the optimal 
separation hyperplane method by transforming the input space into a high-dimensional feature space 
through a pre-selected non-linear mapping, then constructing an optimal separation hyperplane in the 
feature space [13]. This method allows to relate independent variables to the probability of occurrence of 
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dependent variables in the form of categories, such as 0 or 1, yes or no, large or small. Independent variables 
in this context can be categorical variables that describe certain categories or groups in regression analysis 
[14]. Convolutional Neural Networks (CNN) are used because they are proven to be able to detect 
information with a high level of accuracy [15]. 

Evaluation is done to find the best classification results through hyperparameter tuning of the classification 
algorithm used. This research focuses on classification performance measures reflected through the 
confusion matrix. Confusion matrix is a very useful tool for analyzing the extent to which a classification 
method is able to identify observed objects from various classes properly or accurately [16]. 

Data processing in this study goes through the process of collecting data, text preprocessing, data labeling, 
feature extraction, classification using hybrid models and calculating model performance. 

 
Figure 2. Research Stage 

Figure 1 is the flow of this research. 

1. Collecting Data : 
The data was obtained from Twitter using a crawling technique using the keywords “Jakarta 
KRL”, “Jakarta MRT”, and “Jakarta LRT” within the range of January 1 - December 31, 2023, 
except for “Jakarta LRT” from August 26 - December 31, 2023. 

2. Data Preperation : 
In this stage there are several activities carried out, namely cleaning & case folding, normalization, 
tokenization, stopwords removal, stemming, sentiment labeling and word embedding. 

3. Modelling & Evaluate :  
The modeling and evaluation stage is the stage of building a hybrid model and evaluating it to get 
the best results. 

RESULT AND DISCUSSION 
In this study, the tools used to process and build models using the python programming language. in data 
collection, data about KRL is obtained as much as 7795 lines of data, data about MRT as much as 9952 
lines of data, data about LRT 2308 lines of data. from the various attributes obtained, only the 
“full_text“ attribute will be used as input data in this study. 

 
Figure 3. Data about KRL 
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Figure 4. Data about MRT 

 
Figure 5. Data about LRT 

The data that has been collected and merged previously, will be processed using the python programming 
language. This is done to make it easier for the model to classify because the data is more structured. 

Preprocessing Text 

1. Cleansing and Case Folding 
In this process, the data will be cleaned from various characters such as URLs, numbers, emoticons, 
mentions, hashtags, and whitespace, and uniformize letters to lowercase.  

 
Figure 6. Cleansing data 

2. Tokenization 
Tokenization is the stage of breaking text into smaller units in the form of words, phrases or symbols called 
tokens. This tokenization is intended to facilitate the process of normalization, stopwords removal and 
stemming. 

 
Figure 7. Tokenization 

3. Normalization 
Normalization is the process of converting words that are not standard, wrong typing, abbreviations and 
slang into the actual form or standard words. This process is carried out using a collection of words that 
have been normalized and created by adeariniputri and uploaded to the github.com platform. 

 
Figure 8. Normalization 

4. Stopwords Removal 
Stopwords removal is the process of removing words or tokens that have no influence on sentiment such 
as conjunctions, prepositions and articles. Stopwords removal is intended to minimize features that have no 
influence on sentiment so that the model will be more precise in predicting sentiment. 
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Figure 9. Stopwords removal 

5. Stemming 
Stemming is the process of removing affixes, suffixes and inserts so that words or tokens will become basic 
words. The main purpose of Stemming in natural language processing (NLP) and text analysis is to simplify 
and unify different forms of words that have the same basic meaning. The Stemmer used in this process is 
StemmerFactory from Sastrawi. 

 
Figure 10. Stemming 

After these stages, null data and duplicate data caused by the data cleansing process, Stopwords removal 
and Stemming will be cleaned by deleting them. Therefore, the amount of data will be reduced due to the 
presence of null data and there is also data that has duplication. The process results in the following amount 
of data: 

 
Figure 11. Data after preprocess 

6. Sentiment Labeling 
Data labeling is done using a lexicon-based method. This method uses a sentiment dictionary from InSet 
built by Fajri Koro and Gemala Y. Rahmaningtyas where the word dictionary contains 6609 negative 
sentiments or equivalent to 65% of the positive sentiments of 3609 words [17]. At this stage, each token 
contained in the InSet sentiment dictionary will be summed based on the score on the word to get a polarity 
score. If the total polarity score is more than 0 is a positive sentiment, a polarity score of 0 is a neutral 
sentiment and a polarity score smaller than 0 is a negative sentiment [18]. 

 
Figure 12. Sentimen labeling 

From the results of sentiment labeling using the lexicon-based method and using the sentiment dictionary 
from InSet, it produces tweets with the most negative sentiment from the three datasets, namely datasets 
about KRL, MRT and LRT. In the KRL opinion data there are 6277 or 84.53% negative sentiments, 797 or 
10.73% positive sentiments and 352 or 4.74% neutral sentiments. In MRT opinion data there are 6413 or 
74.46% negative sentiments, 1441 or 16.73% positive sentiments and 759 or 8.81% neutral sentiments. 
While in the LRT opinion data there are 1681 or 77.04% negative sentiments, 370 or 16.96% negative 
sentiments and 131 or 6% neutral sentiments. 

 
Figure 13. Sentiment distribution 
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7. feature extraction 
This feature extraction stage uses the TF-IDF method, this method is used because the dataset is not too 
large. with this TF-IDF method the data is limited to a max feature of 2500 words that have important 
meanings, the minimum occurrence of words is in 8 lines of data, and words that appear in more than 70% 
of the entire dataset will be ignored. 

 
Figure 14. TF-IDF result 

Modelling 
Modeling is done by dividing the dataset into 70% training data and 30% test data. By using 70% training 
data, it allows the model to recognize patterns from the data provided. Meanwhile, the use of 30% test data 
provides a large enough sample to optimally evaluate the model's performance and provide an accurate 
estimate of the model's performance on data that has never been studied before. 30% of the test data was 
also chosen to prevent too little data with neutral labels so that the model can optimally provide an accurate 
estimate of the model's performance. This study did not compare the 80% : 20% dataset and 90% : 10% 
dataset, because the resulting data is not optimal. therefore 70% dataset testing is used: 30% to produce 
optimal model accuracy. 

Hybrid modeling is performed by combining the prediction results from SVM models, logistic regression 
models and CNN models with a voting system. These algorithms were chosen because they are known for 
their good ability to cope with imbalanced data and of course followed by adjusting the hyperparameters 
accordingly. 

1. Modeling of KRL data 
By using the svm model on data about KRL, the following hyperparameters are used kernel = 'rbf' with C 
= 100 and gamma = 0.1, and probability = True. These hyperparameters are obtained from several 
configurations using GridSeaarchCV(). So from modeling using SVM, the accuracy value is 87.52%, 
precision 85.69%, recall 87.52%, and f1-score 84.77%. 

 
Figure 15. SVM model evaluation result of KRL data 

While in the logistic regression model, a matching of the hyperparameter configuration that produces the 
best evaluation value using GridSearchCV() is also carried out and the best configuration is obtained, 
namely solver = 'saga', C = 10 and toll = 0.01. So that it produces an accuracy value of 88.6%, precision 
86.2%, recall 88.6%, and f1-score 86.6%. 

 
Figure 16. Logistic regression model evaluation result of KRL data 
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In the CNN model, several configurations are performed for multiclass cases. The first layer of the model 
is Conv1D which has 64 filters and kernel size = 3 and ReLU activation function, followed by 
MaxPooling1D layer with pool size = 1 to reduce the dimensionality of the data while retaining important 
information. Then, the Flatten layer converts the output into a one-dimensional vector, followed by the 
dense layer with 100 units and a ReLU activation function. The last layer has the number of units 
corresponding to the number of classes in the target data and uses a softmax activation function. The model 
was compiled with the optimizer 'adam' and loss function 'categorical_crossentropy', then trained with 10 
epochs and batch size 32. 

Using this configuration, the CNN model can produce an accuracy value of 87.88%, precision 86.89%, 
recall 87.88% and f1-score of 87.28%. 

 
Figure 17. CNN model evaluation result of KRL data 

Models from the SVM, Logistic Regression and CNN algorithms that have been built previously will be 
trained using the soft voting method, this is done to get the prediction results from the soft voting. Where 
these results will be the final choice if there are not 2 or more models that have similar predictions. From 
the evaluation results of the hybrid model, the model has an accuracy rate of 89%, precision of 87%, recall 
of 89% and f1-score of 87%.  

 
Figure 18. Hybrid model evaluation result of KRL data 

Figure 19. shows that this hybrid model shows better performance compared to the performance of models 
that work individually but the performance improvement of this hybrid model is not too significant because 
it can be seen that the accuracy, precision, recall and f1-score values are not too much different. 

 
Figure 19. Comparison of KRL Data Evaluation 

Results 

 
Figure 20. Confusion matrix of hybrid model for KRL 

data 
 
In figure 20. the confusion matrix shows that the model has difficulty in predicting the neutral class (1) and 
in the positive class (2) it still has a little difficulty in predicting it, while in the negative class (0) the model 
can predict it properly. From the confusion matrix in figure 20. the precision, recall and f1-score values of 
each sentiment class can be calculated as follows. 

Table 1. Evaluate values of each sentiment class of KRL Data 
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 Negative (0) Neutral (1) Positive (2) 

Precision !"#$
!"#$%&$%!'#

= 0,91  $#
!'%$#%$(

= 0,41  !!"
!&%!)%!!"

= 0,78  

Recall !"#$
!"#$%!'%!&

= 0,99  $#
&$%$#%!)

= 0,21  !!"
!'#%$(%!!"

= 0,48  

F1-score 2 × ',+!×',++
',+!%',++

= 0,95  2 × ',#!×',$!
',#!%',$!

= 0,28  2 × ',&"×',#"
',&"%',#"

= 0,59  

2. Modelling of MRT data 
By using the svm model on data about MRT, the following hyperparameters are used kernel = ‘rbf’ dengan 
C = 10 dan gamma = 1 serta probability = True. These hyperparameters are obtained from several 
configurations using GridSeaarchCV(). So from modeling using SVM, the accuracy value is 81,07%, 
precision 76,73%, recall 81,07%, and f1-score 77,25%. 

 
Figure 21. SVM model evaluation result of MRT data 

While in the logistic regression model, a matching of the hyperparameter configuration that produces the 
best evaluation value using GridSearchCV() is also carried out and the best configuration is obtained, 
namely solver = ‘liblinear’, C = 10 dan tol = 0.001. So that it produces an accuracy value of 87%, precision 
87%, recall 87%, and f1-score 87%. 

 
Figure 22. Logistic regression model evaluation result of MRT data 

In the CNN model, several configurations are performed for multiclass cases. The CNN model is configured 
with Conv1D with 32 filters, kernel size 3, and ReLU activation function, followed by a MaxPooling1D 
layer with pool size 2 to reduce the dimensionality of the data. Next, the Flatten layer converts the output 
into a one-dimensional vector, followed by a dense layer with 100 units, and an output layer with the 
number of units corresponding to the number of classes in the target data and softmax activation function. 
The model was compiled with the optimizer 'adam' and loss function 'categorical_crossentropy', then 
trained using the rescaped training data with 10 epochs and batch size 32. Using this configuration, the 
CNN model can produce accuracy, precision, recall and f1-score values of 86%. 

 
Figure 23. CNN model evaluation result of MRT data 

Models from the SVM, Logistic Regression and CNN algorithms that have been built previously will be 
trained using the soft voting method, this is done to get the prediction results from the soft voting. Where 
these results will be the final choice if there are not 2 or more models that have similar predictions. From 
the evaluation results of the hybrid model, the model has an accuracy rate of 87,5%, precision 86,67%, 
recall 87,5% dan f1-score sebesar 86,57%.  
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Figure 24. Hybrid model evaluation result of MRT data 

Figure 25. shows that using the hybrid model on the MRT dataset shows improved performance in terms 
of accuracy, precision, recall, and fi-score. Of all the evaluation metrics, the hybrid model scored the highest 
compared to the models working in isolation. 

  
Figure 25. Comparison of MRT Data Evaluation 

Results 

 
Figure 26. Confusion matrix of hybrid model for MRT 

data 
In figure 26. the confusion matrix shows that the model can predict the negative class (0) well, and the 
prediction of the positive class (2) is quite good while the prediction of the neutral class (1) is still a struggle. 
From the confusion matrix in figure 26. the precision, recall and f1-score values of each sentiment class 
can be calculated as follows. 

Table 2. Evaluate values of each sentiment class of KRL Data 
 Negative (0) Neutral (1) Positif (2) 

Precision !")$
!")$%!'+%!!'

= 0,89  !''
$#%!''%!)

= 0,71  $+-
#-%$&%$+-

= 0,81  

Recall !")$
!")$%$#%#-

= 0,97  !''
!'+%!''%$&

= 0,42  $+-
!!'%!''%$+-

= 0,7  

F1-score 2 × ',"+×',+&
',"+%',+&

= 0,93  2 × ',&!×',#$
',&!%',#$

= 0,53  2 × ',"!×',&
',"!%',&

= 0,75  

3. Modelling of LRT data 
Modeling on LRT data is also carried out the same process as modeling KRL and MRT data. For SVM 
models using GridSearchCV() shows the best hyperparameter configuration using kernel = 'rbf' with C = 
10 and gamma = 1 and probability = True. With this configuration, the SVM model can produce an accuracy 
evaluation value of 81.07%, precision 76.73%, recall 81.07%, and f1-score 77.25%. 

 
Figure 27. SVM model evaluation result of LRT data 

As for the logistic regression model using GridSearchCV(), the best hyperparameter configuration is C = 
10, solver = 'saga', toll = 0.01. This configuration produces an accuracy value of 80.92%, precision 76.99%, 
recall 80.92%, and f1-score 78.34%. 
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Figure 28. Logistic regression model evaluation result of LRT data 

And for the deep learning model using CNN algorithm, the first layer is configured with Conv1D with 64 
filters, kernel size 3, and ReLU activation function, followed by MaxPooling1D layer with pool size 1. 
Next, the Flatten layer converts the output into a one-dimensional vector, followed by a dense layer with 
100 units, and an output layer with the number of units corresponding to the number of classes in the target 
data and softmax activation function. The model is compiled with the optimizer 'adam' and loss function 
'categorical_crossentropy', then trained using rescaled training data with 10 epochs and batch size 64. With 
various configurations of CNN models and compilers, the accuracy value was 78.93%, precision 76.86%, 
recall 78.93% and f1-score 77.79%. 

 
Figure 29. CNN model evaluation result of LRT data 

The prediction results of the three models are combined into one and voted to select the final prediction 
based on the highest frequency or soft voting method. With this hybrid model on LRT data, the accuracy 
value is 80%, precision is 76%, recall is 80% and f1-score is 78%.  

 
Figure 30. Hybrid model evaluation result of LRT data 

In figure 31. the hybrid model on LRT data does not show significant differences with models built 
individually. In fact, the accuracy value of the hybrid model is the same as the SVM, logistic regression 
and CNN models. Which means this hybrid model has relatively the same performance as models that work 
individually.  

 
Figure 31. Comparison of KRL Data Evaluation 

Results 

 
Figure 32. Confusion matrix of hybrid model for LRT 

data 
 
In figure 32. the confusion matrix shows that the model can predict the negative class (0) well, and the 
prediction of the positive class (2) is not very good, while the prediction of the neutral class (1) the model 
has a terrible time. The model cannot recognize neutral data well can be caused by data conditions that are 
too unbalanced, meaning that there is too little data with neutral labels so that the model cannot learn the 
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neutral class well. In the case of unbalanced data, there are several methods of dealing with it, but the 
decision not to balance the dataset is deliberate, as oversampling may pose a risk of overfitting, especially 
in the case of public sentiment data, where minority classes are often rare but significant. Conversely, 
undersampling may result in the loss of valuable information from the majority class. From the confusion 
matrix in figure 32. the precision, recall and f1-score values of each sentiment class can be calculated as 
follows.  

Table 3. Hybrid model evaluation result of LRT data 
 Negatif (0) Netral (1) Positif (2) 

Precision #)"
#)"%-'%($

= 0,85  $
-%$%-

= 0,25  )!
$(%!!%)!

= 0,63  

Recall #)"
#)"%-%$(

= 0,94  $
-'%$%!!

= 0,05  )!
($%-%)!

= 0,53  

F1-score 2 × ',"(×',+#
',"(%',+#

= 0,89  2 × ',$(×','(
',$(%','(

= 0,08  2 × ',)-×',(-
',)-%',(-

= 0,57  

CONCLUSION 
The hybrid method used is a vote model where the model will produce a final prediction based on the 
majority prediction of each individual model, but if there is no similarity in the predictions of the three 
models then the final prediction is based on the average of the probabilities of the three models. From the 
results of data modeling with the hybrid method, the modeling results on the KRL dataset produced an 
accuracy value of 89%, the MRT dataset with an accuracy value of 88% and the LRT dataset with an 
accuracy value of 81%. In all modeling, both SVM, logistic regression, CNN and hybrid models have 
difficulty predicting neutral and positive classes on the three datasets, while positive classes can be well 
predicted by each model. This can be caused by imbalanced sentiment data on each dataset.  

Modeling using a hybrid model on KRL and MRT data showed improved but not significant performance 
compared to models working individually. Whereas, modeling on LRT data, this hybrid model does not 
show an increase in performance but the evaluation value shows relatively the same as other models.  
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