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Abstract. Rice plants with the Latin name Oryza Sativa are food plants that are widely used as the main food crop in 
various countries, one of which is Indonesia. Indonesia is ranked 4th as the largest rice consuming country in the world. 
This requires the availability of rice to be maintained. Unstable rice production can be a problem. One of the districts 
that has experienced a decline in rice production in recent years is the district of Lima puluh kota located in West 
Sumatra province. This requires prediction of rice production so that it can be used as a benchmark for the future. This 
study uses data on rice production in fifty cities from 2013 to 2023. The method used to predict is k-nearest neighbor 
regression (KNN Regression). The data division uses rasio 90 : 10. In testing the data used is divided into 2, namely 
normal data and data that has been normalized. The test results produce the smallest mean absolute percentage error 
(MAPE) value of 6.98% on normal data, the value of k is 6 with data division using k-fold 5. Based on the resulting 
MAPE value, it can be said that KNN Regression can predict rice production results very accurately. 
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INTRODUCTION 
Food is a basic and most essential need for humans to sustain life and life. Food and nutrition development 
is one of the efforts to realize food security, this has been regulated in food law number 7 of 1996 concerning 
food and government regulation number 68 of 2002 concerning food security [1]. Food security is a 
condition where an area can guarantee its population to get enough, decent and quality food. Indonesia is 
included in a country where almost the entire population makes rice as a staple [2]. Rice plants have long 
been cultivated and originated from two continents, namely the Asian continent and the West African 
continent [3].  Rice plants will produce rice which is the main source of carbohydrates [4]. to maintain food 
sustainability in one way is to make food barns [5]. Food barns are useful for regional food reserves and 
can cope in the event of a food crisis when food crop production decreases.  
 
Rice production in Indonesia has increased and decreased, such as a decrease in 2021 and then an increase 
in 2022. In 2021, Indonesia produced 54.42 million tons of milled dry grain (MDG) of rice which decreased 
by 0.43%, which is equivalent to 233.91 thousand tons from 2020 [6]. In 2022 rice production increased 
where the total rice production in that year amounted to 54.75 tons of MDG which increased by 0.61% 
which is equivalent to 333.68 thousand tons from 2021 [7]. Rice producing areas in Indonesia mostly come 
from the island of Java, but there is a province in Sumatra which is also one of the largest rice producers, 
namely West Sumatra. Rice production in West Sumatra has decreased in the last few years which can be 
in several districts in West Sumatra such as the district of lima puluh kota. 
 
The right solution can be found if there is a decrease in production. One of the data mining methods that 
can be used to make predictions is K-Nearest Neighbor Regression (KNN-Regression). KNN-Regression 
is an algorithm that groups data based on the nearest neighbor [3]. Grouping is done by determining the 
value of k, namely the neighborhood and the resulting Mean Absolute Percentage Error (MAPE) value will 
be a measure of the error rate of the model that has been made. Previous research using the KNN-Regression 
method in predicting the amount of coconut oil production resulted in the lowest RMSE of 0.109 [4]. Other 
research that predicts outgoing goods at TB. Wijaya Bangunan using KNN-Regression resulted in the cobra 
sherlock spoon hinge getting an RMSE value of 3.55 which means it produces the best accuracy results [5]. 
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Previous research that predicted closing stock prices at PT Adaro Energy Indonesia using KNN-Regression 
using 11 attributes resulted in a Root Mean Square Error (RMSE) value of 35.02, R-Squared (R2) = 0.99 
and MAE = 24.54 [6]. 
The research conducted aims to help solve the problem of predicting food crop production in the form of 
rice using mining methods on rice production in the district of 50 cities. Prediction is done using the KNN-
Regression method because it is effective for data that has a lot of noise and high training data [4]. The 
prediction of rice production in District 50 cities is carried out for policy determination in order to meet the 
food needs of the region. 
  
METHODS 
This research uses data on rice production from the Food Crops and Horticulture Office of District of lima 
puluh kota from 2013 to 2023.  
 

 
Figure 1. Research method 

A. Data Pre-processing 

Pre-processing is the initial stage in the data mining cycle. Pre-processing is a stage of preparing data where 
raw data will be converted through several processes into a form of data that is easy to understand. In this 
research, the data pre-processing stage only goes through 2 stages, namely data selection and data 
normalization. 

1. Data Selection 

Data selection is a process to determine the appropriate data source [7]. In this research, the data used is 
secondary data. The secondary data used in this study are secondary data on rice production results obtained 
from the agriculture and horticulture office of Lima Puluh Kota Regency. The data used consists of 2 
variables, namely planting and production. The data used is data from 2013 to 2023. 
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2. Normalization Data 

Normalization process is a process that aims to reduce the possibility of data anomalies and inconsistencies 
in the data. The main purpose of normalizing data is so that data that has small dimensions can still represent 
the original data without losing data characteristics [7]. 

 
Table 1. Normalized data 

TANAM PRODUKSI 
-0,679874391 0,170233947 
-0,717111008 0,638606595 
0,213804423 0,729902651 
-0,102017256 0,105356041 

…………. …………. 
-0,44093943 -0,455006515 
-0,691941813 -0,524339783 
-0,221657128 0,138834474 
-0,177524841 -0,08813093 

 

B. K-Nearest Neighbor Regression 

The K-Nearest Neighbor Regression algorithm is an algorithm that groups data based on its neighborliness, 
the grouping of data depends on the value of k. to evaluate the model can use evaluation methods such as 
MAPE. After getting the MAPE value, it can be used to measure the error in the model that has been made 
[8]. Here's how KNN Regression works: 
• Determining the value of k 
• Calculate the distance of the new data point to all data points in the training dataset. Calculate the 

distance using the distance function. 
• Determine the nearest neighbor based on the closest distance value 
• Calculate predictions using the K-Nearest Neighbor Regression formula. 

Here is the KNN Regression formula: 

     
𝑦" 	= 	

1
𝑘 	'𝑦!		

#

!$%

		 (1) 

Keterangan: 
𝑦"  = Predicted data 
𝑘  = Number of neighbors 
𝑦!  = i-data 
 

C. Euclidean Distance 

The distance function is a method used to measure the distance of a data point to another data point in a 
data set or measure the distance of two points in Euclidean, the Euclidean plane itself includes Euclidean 
two dimensions or even more [9]. Distance functions are usually used when doing data processing and 
machine learning. 

     
d&(i, j) = 	.'(x' −	x()) (2) 

Description: 
𝑑"(𝑖, 𝑗)  = Euclidean distance from i-data to j-data 
𝑥!  = i-data 
𝑥#  = j-data 
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D. Mean Absolute Percentage Error 
MAPE is one of the model evaluation methods. MAPE is a method used to calculate the error value in 
percentage form. The use of MAPE in prediction models is used to see the level of accuracy of the prediction 
results produced by the model and actual data [10]. The following is the MAPE formula: 

     
𝑀𝐴𝑃𝐸 = 	

1
𝑛'6

𝑦 − 𝑦*

𝑦 6 	× 100%	 (1) 

Description: 
MAPE  = MAPE value 
y  = Actual data 
𝑦$  = Predicted data 
N = Number of data 
 
When the resulting MAPE value is between 10% to 20%, it is included in the good category. When the 
resulting MAPE value is between 20% - 50% then the model is included in the sufficient category and when 
the resulting MAPE value is greater than 50% then the model is included in the bad category in making 
predictions. The following is a table of criteria for the MAPE value range: 
 

Table 2 MAPE Criteria 
MAPE Value Criteria 

<10% Very good 
10%-20% Good 
20%-50% Fair 

>50% Poor 
 
 
RESULT AND DISCUSSION 
The data used is 132 data. The data division uses a ratio of 90 : 10, with a total of 118 training data 
and a total of 14 test data. The research dataset is processed using the K-Nearest Neighbor Regression 
method. This research uses a scenario to find the most effective k value that produces the lowest MAPE 
value. Here are some parameter limitations in this test: 

• Range of k values: 1 - 50 
• Data: Normal and Normalized 

The following MAPE value is generated according to the scenario performed: 

MAPE 

K Value Data Without Normalization Normalized Data 

1 9,70% 9,70% 
2 9,40% 9,40% 
3 7,62% 7,62% 
4 7,83% 7,83% 
5 7,71% 7,71% 
6 7,35% 7,35% 
7 7,17% 7,17% 
8 7,05% 7,05% 
9 7,12% 7,12% 
10 7,16% 7,16% 
11 7,06% 7,06% 
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12 6,98% 6,98% 
13 6,83% 6,83% 
14 6,80% 6,80% 
15 6,78% 6,78% 
16 6,82% 6,82% 
17 6,826% 6,826% 
18 6,75% 6,75% 
19 6,73% 6,73% 
20 6,67% 6,67% 
21 6,62% 6,62% 
22 6,58% 6,58% 
23 6,57% 6,57% 
24 6,54% 6,54% 
25 6,49% 6,49% 
26 6,48% 6,48% 
27 6,53% 6,53% 
28 6,51% 6,51% 
29 6,52% 6,52% 
30 6,51% 6,51% 
31 6,48% 6,48% 
32 6,49% 6,49% 
33 6,50% 6,50% 
34 6,49% 6,49% 
35 6,45% 6,45% 
36 6,42% 6,42% 
37 6,425% 6,425% 
38 6,423% 6,423% 
39 6,43% 6,43% 
40 6,44% 6,44% 
41 6,46% 6,46% 
42 6,45% 6,45% 
43 6,426% 6,424% 
44 6,425% 6,425% 
45 6,41% 6,41% 
46 6,440% 6,440% 
47 6,43% 6,43% 
48 6,39% 6,39% 
49 6,36% 6,36% 
50 6,38% 6,38% 
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Based on the table above, it can be seen that the average k value that gets the best value is k = 49 using 
normalized data. The smallest MAPE obtained is 6.36% using normalized data. The following is a 
comparison graph between the actual data and the predicted data from the model. 

 
Figure 2. Graph of predicted and actual data 

CONCLUSION 
In this study, modeling was carried out using the K-Nearest Neighbor Regression algorithm to predict rice 
production results. Modeling is done using the value of neighborliness with a range of 1 - 50, data division 
using a ratio of 90: 10 and using two kinds of data, namely data that has been normalized and data that is 
not normalized. Based on the results of the experiments carried out, the smallest MAPE value was obtained 
at a neighborhood value of 49 using normalized data. The resulting MAPE value is 6.36%. With the results 
obtained, it can be concluded that this model can predict very accurately. 
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