Jurnal CorelT, Vol.9, No.2, December 2023
ISSN 2460-738X (Print)
ISSN 2599-3321 (Online)

Comparison Of The Performance Of C4.5 And Naive Bayes
Algorithms For Student Graduation Prediction

Baskoro!”, Bambang Triraharjo?, Adi Wibowo
! Faculty of Science and Technology, Pringsewu Muhammadiyah University, > Faculty of Science and Technology, Pringsewu
Muhammadiyah University, 3 Faculty of Engineering and Computers, Kotabumi Muhammadiyah University
Lsthaskoro@umpri.ac.id(* Corresponding Author)., Z9bambangtriraharjo@umpri.ac.id., *adi.wibowo@umko.ac.id.,

Abstract. Along with the development of technology, especially the development of increasingly large data
storage. One organization that has large data storage is an educational organization. Educational
organizations use data to obtain information, especially information about students. Student data has many
attributes so that we can make predictions such as predictions of student performance, predictions of
scholarship recipients and predictions of student graduation. Data mining methods in education are
classified into five dimensions, one of which is prediction, such as predicting output values based on input
data. From the results of the research conducted from the initial stage to the testing stage of the application
of the C4.5 Algorithm, the accuracy results are higher than Naive Bayes because in its classification stage,
C4.5 processes attribute data one by one. The difference is with naive Bayes which is influenced by the
amount of data used, the comparison of the amount of training and testing data. The feasibility of the model
obtained is supported by the high accuracy, precision, recall and AUC obtained from the two algorithms
that have been tested. The C4.5 algorithm has an accuracy rate of 79.91%, 89.06% precision and 81.38%
recall and an AUC value of 0.823. Meanwhile, Naive Bayes has an accuracy rate of 76.95%, precision of
75.95% and recall of 98.38% and an AUC value of 0.838.
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INTRODUCTION

Along with the development of technology, especially the development of increasingly large data storage.
Data is a repository of information that can be used to analyze organizational needs[1]. One organization
that has large data storage is an educational organization. Educational organizations use data to obtain
information, especially information about students. Student data has many attributes so that we can make
predictions such as predictions of student performance, predictions of scholarship recipients and predictions
of student graduation.

Academic achievement is the main thing that is used as a parameter of educational success. One indicator
of achieving these goals is the results of student academic achievement as expressed by the Semester Grade
Point Average (IPS) and the Grade Point Average (GPA)[2]. Semester Achievement Index is the value of
student academic achievement with all courses taken in each particular semester. And the Cumulative Grade
Point Average is a student's academic achievement by combining all courses taken up to a certain semester.
Realizing quality education related to the role of lecturers, student motivation, student discipline, student
socio-economic as well as past learning outcomes. This data has the potential to yield useful new
information. One of the things that can be done by data mining is to predict student academic achievement
[3]. If student academic achievement can be known earlier, then the study program can take the necessary
actions so that students can achieve good academic achievement. The final hope is that all students from
various backgrounds can maximize their academic achievements [4]. Based on the explanation above, the
focus of this study is to predict student academic achievement using the data mining classification method
based on the role of lecturers, student motivation, student discipline, student socio-economics and also
previous learning outcomes.
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Graduation studies and student achievement are very important for both students, parents and study
programs. Many studies have been developed regarding the prediction of student achievement, including
research conducted by Hendra, Mochammad Abdul Azis and Suhardjono with the title Analysis of Student
Graduation Predictions Using Particle Swarm Optimization Based Decision Trees. The attribute used in
this study as an indicator of student achievement is semester social studies [5].

Student study research was also conducted by Aryasanti on predicting student study failure using the Naive
Bayes and Decision Trees algorithms. The results found that the Naive Bayes algorithm provides better
accuracy than decision trees [6]. Research was also carried out by Budiantara et al, namely with the title
Comparison of Decision Tree Algorithms, Naive Bayes and K Nearest Neighbors to Predict Student
Graduates on Time. Based on the results of the study, it was found that the accuracy value of the C4.5 and
Naive Bayes algorithms is almost the same, which is above 95% [7].

The importance of predicting student graduation at an institution encourages this research to be carried out.
In this study selected using the datamining algorithm. Data mining in the field of education is not like data
mining in general because the data hierarchy is different from other fields. Data mining methods in
education are classified into five dimensions, one of which is prediction, such as predicting output values
based on input data. Predict data mining there are several data mining techniques using algorithms such as
naive bayes, decision trees, K-nearest neighbors, neural networks. naive bayes because naive bayes is the
10 best ranking algorithm so it can be used in decision making [8]. The Naive Bayes method is a method
that can be used in decision making to get better results on a classification problem and the Naive Bayes
algorithm method is used for the performance of the naive Bayes classification which has a high enough
ability to predict future opportunities based on experience or data in the past[9]. Based on several previous
studies it was found that Naive Bayes is a method that provides a better level of accuracy compared to
comparison algorithms, so in this study the prediction of student graduation using data mining is by looking
at the variables that affect the goodness of the model, namely the first 2 semester variables or the first 4
semesters of students. Furthermore, the steps and variables that influence the determination of student
graduation are discussed in the research methodology.

METHODS

A. Research Flow

Business Data Data . .
1 Understanding |1 Understanding |1 Preparation |1 Modeling |1 Evaluation | 1 Deployment |

Figure 1 Research Flow

1. Understanding the Business Phase
At this stage it focuses on research objectives, namely to find out the best algorithm for
predicting student graduation by translating student academic historical data from the Bureau
of Academic and Student Administration (BAAK) Muhammadiyah Pringsewu University,
so that the best model is obtained to fulfill the research objectives.

2. Data Understanding Phase
The data to be used in the research is data from the results of collecting student academic
historical documentation data from the Bureau of Academic and Student Administration
(BAAK) Muhammadiyah Pringsewu University.

3. Data Preparation
To facilitate understanding of the instrument, data preprocessing was carried out.

4. Modeling (Modeling Phase)
The algorithms used in this study are the C4.5 and Naive Bayes algorithms to classify in
predicting student graduation at Pringsewu Muhammadiyah University and to obtain a model
or function to describe graduation predictions by comparing the C4.5 and Naive Bayes
algorithms.

5. Evaluation Phase
At this stage, the performance evaluation of the two algorithms is carried out, namely the
C4.5 Algorithm and Naive Bayes by comparing the results of the average values of accuracy,
recall, and error rate found in the confusion matrix table.

6. Deployment Phase
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After the evaluation stage where the results of a model are assessed in detail, the
implementation of the entire model that has been built is carried out.

B. Decision tree (C4.5)

C4.5 is a collection of algorithms for classification techniques in machine learning and data
mining. The goal is supervised learning, where each tuple in a data set can be described by a set
of attribute values, and each tuple belongs to one of many different and incompatible classes[10].
The objective of C4.5 is to study the mapping from attribute values to categories that can be used
to categorize unknown items into new categories. J. Rossi Quinlan suggests C4.5 based on ID3. A
decision tree is built using the ID3 algorithm. A decision tree is a flowchart-like tree structure,
with each internal node (nonleaf node) representing a test on an attribute, each branch representing
a test result, and each leaf node holding a class label. After constructing a decision tree for tuples
for which no classification label is provided, we choose a path from the root node to a leaf node,
and that path holds the tuple's prediction information. Decision trees have the advantage of not
requiring domain information or parameter configuration, making them ideal for exploratory
information mining.

The C4.5 algorithm is based on ID3 added to continuous attributes, attribute values, and
information processing, by generating a tree to build a pruning decision tree in two stages. On
each attribute by calculating the information algorithm C4.5, we can find out the Gain Ratio the
rate of information acquisition [11]. Finally, it is selected with the highest information acquisition
rate from the attribute test set given to set branch. According to the test attribute values using a
recursive algorithm, get the initial decision tree. The computational formula related to the C4.5
algorithm is as follows [12]. First, the expected values required for sample classification are given
as follows: Determine the root of the tree by calculating the highest gain value of each attribute or
the lowest entropy index value. Previously, the entropy index value was calculated using the

formula:
Entropy () =7 f(i ). 2f1(i, )] (1)
a. Gain value with the formula:
gain=-y"_ CIE(D) )

b. To calculate the gain ratio, it is necessary to know a new term called Split Information
with the formula:

c
Splitinformation = -Z %logzss_1 3)
t=1
c. Next calculate the gain ratio:

) ) B Gain(S.A)
Gainratio(S, A) Splitinformation (S,A) )

d. Repeat step 2 until all records have been split. The decision tree splitting process ends
when:

1) All tuples in m node record are of the same class.
2) Attributes in the dataset are not subdivided.
3) An empty branch has no records

C. Naive Bayes

Bayesian classification is a statistical classification that can be used to predict the probability of
membership in a class discovered by British scientist Thomas Bayes[13]. Naive Bayes is a
classification algorithm that is quite simple and easy to implement so that this algorithm is very
effective when tested with the correct data set, especially if Naive Bayes is combined with function
selection, so Naive Bayes can reduce redundancy in data, besides that Naive Bayes shows good
results when combined with the clustering method [14]. Naive Bayes is proven to have high
accuracy compared to support vector machines.

X|H
P(H|X) = ZEEINE 5)

Then X is evidence, H is hypothesis, P(H|X) is probability is hypothesis H is true evidence X or
at P(H|X) is posterior probability H with condition X, P(X|H) is probability is evidence X true or
hypothesis H or Posterior probability X equal to the condition H ,P(H) is the prior probability of
hypothesis H, and P(X) is the prior probability of proof X.

P(C)P(F1.Fn|C)

(6)
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So the C variable describes the class, while the F1...Fn variable describes the guiding character in
classifying. Where this formula describes the probability that the sample includes a special
character in class C (Posterior), namely the probability of leaving class C (before the entry of the
sample, many priors are made), multiplied by the probability that class C sample characters appear
(also called the likelihood), divided by the probability of the character appearing global examples
(also called evidence) [15]. The above formula can be made simply as follows.

Posterior = Prior x likelihod (7)
. . . evidence .
The continuous data classification uses the Gauss Density formula:
(ri-pi)?
. . B 1 —
= = = 202ij
P(Xi = XilY = yj) T (8)

Where :
Q: Opportunity
Xi : Attribute to i
xi : Value of attribute to i
Y : Class searched
yi : Subclass Y searched
u : mean, describes the average of all attributes
o :Standard deviation, describes the variance across all attributes.

D. Performance Evaluation
1. Confusion matrix
This method only uses matrix tables as in Table 1, if the dataset consists of only two classes,
one class is considered positive and the other is negative. Evaluation with the confusion matrix
produces accuracy, precision, and recall [16].

Table 1 Confusion Matrix

Correct Classified as
Classification + =
+ True positives False negatives
- False positives True negatives

True Positive is the number of positive records which are classified as positive, false positive
is the number of negative records which are classified as positive, false negative is the number
of positive records which are classified as negative, true negative is the number of negative
records which are classified as negative.

2. Receiver operating characteristic (ROC)
The ROC curve is a graphical plot illustrating the diagnostic capability of a binary classifier
system as its discrimination threshold varies. This method was originally developed for
military radar receiver operators starting in 1941, hence its name. The ROC curve was created
by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold
settings. The true positive rate is also known as sensitivity, recall, or probability of detection.
The false positive rate is also known as the probability of a false alarm and can be calculated
as (1 - specificity )[17]. ROC can also be thought of as a plot of power as a function of the
Type I Error of the decision rule (when performance is calculated from only a sample of the
population, it can be thought of as an estimator of this sum). The performance accuracy of
AUC can be classified into several groups, namely [18]:
1. 0.90 — 1.00 = Excellent Classification
2.0.80 — 0.90 = Good Classification
3. 0.70 — 0.80 = Fair Classification
4. 0.60 — 0.70 = Poor Classification
5.0.50 — 0.60 = Failure Classification

RESULT AND DISCUSSION
A. Classification
This process is an implementation of making a classification model in classifying data. In this process
there are two stages, namely the formation of a tree and changing the tree into a rule. In this process,
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the Rapid miners application is used as a tool to create data mining processes. In the Decision Tree
algorithm, records that have been imported into the rapid miner are used to determine the decision
tree pattern. The application of data to Rapid Miner is used to predict student graduation using the
Decision Tree algorithm shown in Figure 2 below:

DATASET KELULUSAN Cross Validation

inp out ] exa % mod
fad F

Decision Tree Apply Model Performance
L) tra mod [) mod mod mod lab q = % per tes
* e thr (| ples wi ® mod  per exa per
wei D thr per

Figure 2 C4.5 Algorithm Classification Model
After carrying out the above steps in the classification process for the C4.5 algorithm method, a model
formed from the C4.5 algorithm classification process will be obtained in the form of a decision tree.
Decision tree is formed based on nodes. The nodes in the decision tree are the variables used in the
research. Data testing using the C4.5 algorithm also obtained an accuracy result table as shown in

Figure 4.5 below. We can see the test results in Figure 3 below.
accuracy: 79.91% +/- 5.26% (micro average: 79.91%)

true Tidak Tepat Waktu true Tepat Waktu class precision
pred. Tidak Tepat Waktu 201 115 63.61%
pred. Tepat Waktu 62 503 89.03%
class recall 76.43% 81.39%

Figure 3 Table of results of the accuracy of testing the C4.5 Algorithm
From Figure 3 it can be concluded that the accuracy level of the C4.5 algorithm method is very high,
reaching 79.91%, where the amount of data that is predicted is not on time and in fact is not on time
is 201, the amount of data that is predicted is on time and in fact is not on time is as much as 115,
the amount of data that is predicted to be not on time and in fact is on time is 62, and the amount of
data that is predicted to be on time and in fact is on time is 503.
The classification process using the Naive Bayes model is used to describe or predict opportunities
based on each condition. In this process, the rapid miners application is used as a tool to create a
data mining process. The following is an illustration of the implementation of the Naive Bayes
model using rapid miner.

DATASET KELULUSAN Cross Validation

- iR

Naive Bayes Apply Model Performance

o tra mod mod o | mod @ mod lab q = % per tes
? ea thr tes q * mod  per exa per

per

Figure 4 Naive Bayes Algorithm Classification Model
Based on Figure 4 which has been built on the rapid miner application, the following results are
obtained:
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accuracy: 76.95% +/- 2.37% (micro average: 76.96%)

true Tidak Tepat Waktu

pred. Tidak Tepat Waktu 70
pred. Tepat Waktu 193
class recall 26.62%
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true Tepat Waktu class precision
10 87.50%

608 75.91%
98.38%

Figure S Table of results of the accuracy of testing the Naive Bayes Algorithm

From Figure 5 it can be seen that the data testing carried out using the Naive Bayes model has a fairly
high level of accuracy, namely 76.95%, this shows that the classification process is good. where the
amount of data that is predicted to be not on time and in fact not on time is 70, the amount of data that
is predicted to be on time and in fact is not on time is 10, the amount of data that is predicted is not on
time and in fact is on time is 193, and the amount of data that is predicted is right time and in fact

there are 608 times.

In addition to the Confusion matrix to determine the performance of this experiment, we can rely on
the resulting AUC curve. We can see the comparison of the results of the AUC curve using the C4.5

and Naive Bayes algorithms in Figures 6 and 7 below:

AUC: 0.823 +/- 0.053 (micro average: 0.823) (positive class: Tepat Waktu)

=== ROC === ROC (Thresholds)
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Figure 6 The AUC curve uses the C4.5 algorithm

The ROC curve in Figure 6 shows the accuracy results and visually compares the classification with
false positives as horizontal lines and true positives as vertical lines. From Figure 6 is a visualization
of the AUC 0.823 results obtained by Algorithm C4.5. As for the Naive Bayes ROC results, it can be

seen in Figure 7 below
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AUC: 0.838 +/-0.032 (micro average: 0.838) (positive class: Tepat Waktu)

== ROC === ROC (Thresholds)

Figure 7 The AUC curve uses the Naive Bayes algorithm
The Naive Bayes ROC curve shown in Figure 7 shows a visualization of the AUC 0.838 results which
are included in the Good Classification category.

B. Evaluation
Based on the results of the tests that have been carried out, the model is suitable for use as a predictive
model for student graduation on time, the feasibility of the model obtained is supported by the level

of accuracy of the two models used in this study which are shown in table 2 below.
Table 2 Algorithm performance comparison

Metode accuracy precision recall AUC
C4.5 79.91% 89.06% 81.38% 0.823
Naive Bayes 76.95% 75.95% 98.38% 0.838

Based on table 2 it can be seen that the C4.5 Algortma method is superior to Naive Bayes. The results
of the analysis of the C4.5 algorithm model have an accuracy rate of 79.91%, an AUC value of 0.823,
a precision level of 89.06% and a recall of 81.38%. Meanwhile, Naive Bayes has an accuracy rate of
76.95%, an AUC value of 0.838, a precision level of 75.95% and a recall of 98.38%.

CONCLUSION

Based on the discussion that has been described, the C4.5 algorithm gets higher accuracy results than Naive
Bayes because in its classification stage, C4.5 processes attribute data one by one. The difference is with
naive Bayes which is influenced by the amount of data used, the comparison of the amount of training and
testing data. The feasibility of the model obtained is supported by the high accuracy, precision, recall and
AUC obtained from the two algorithms that have been tested. The C4.5 algorithm has an accuracy rate of
79.91%, 89.06% precision and 81.38% recall and an AUC value of 0.823. Meanwhile, Naive Bayes has an
accuracy rate of 76.95%, precision of 75.95% and recall of 98.38% and an AUC value of 0.838. This
method can be used to predict student graduation and assist the university in mapping student graduation.
For future researchers, try using applications other than Rapidminner in data analysis and try using other
methods besides C4.5 and Naive Bayes. Then add more records and attributes and parameters in data
processing and data need to adapt to the latest curriculum. A graph is made of the number of graduates each
year to find out whether there is an increase or not.
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