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Abstract. Whistleblowing is a complaint system and follow-up management of each violation report. The problem that 

arises is when determining the follow-up, namely determining the severity or severity of the violation and the sanctions 

given are only based on the superior's assessment without adhering to standard guidelines or rules. This results in the 

sanctions given not in accordance with the violations committed. The purpose of this study is to classify the types of 

violations so as to facilitate the determination of sanctions on the whistleblowing system using the C4.5 Algorithm. 

The partition was performed three times with the highest additional value of 0.8516 and a decision tree was obtained. 

Based on the decision tree, the final node that has been generated is then extracted into 27 rules. The classification 

results from the C4.5 Algorithm can be used to classify the types of violations with an accuracy rate of more than 80%. 

The first validation with 15 tests obtained an accuracy rate of 86.66%. The second validation is the combination of data 

on 125 cases of combination data and obtained an accuracy rate of 84.8%. The decision tree generated from three 

partitions consists of 27 rules that can be used as a pattern to classify the types of violations. 
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INTRODUCTION 
The Indonesian government has promoted an honest and clean government, this applies not only to 

government institutions but also to State-Owned Enterprises (BUMN) and other private companies. 

Information technology governance, especially in companies under the auspices of State-Owned 

Enterprises (BUMN), is something that needs to be done so that companies have a systematic mechanism 

to meet the rules and needs for their business. Based on the principles of Good Corporate Governance 

(GCG) a company can achieve the vision, mission [1]. In addition to better corporate governance, WBS 

plays an important role as a warning or sanction for someone who commits fraud [2]. 

 

PT X is one of the state-owned companies that has implemented steps to realize the principles of GCG in 

accordance with the SOE Circular Letter Number: SE-05/MBU/2013 Regarding the Road Map Towards a 

CLEAN BUMN, namely by creating a reporting system or complaint against fraud, illegal practices, and 

immoral or unlawful activities carried out by members of the organization that occur within the organization 

where they work. However, in its implementation the system is still in the form of a manual using written 

media in the form of a complaint box. 

 

In addition, some parties also feel uncomfortable when they want to complain about a violation because the 

written media provided is not sufficient to maintain the confidentiality of the reporter as well as the contents 

of the report. The decisions taken when determining the severity or severity of the violation and the 

appropriate sanctions are still based on the superior's assessment without adhering to the applicable 

guidelines or rules and a definite system in determining the decision, so that sometimes the types of 

violations and sanctions given are not in accordance with the violations committed. This can lead to 

injustice among employees [3]. 

 

Exposure to some of the statements above, we need a data mining approach with the application of the C4.5 

Algorithm that can be done to determine the classification of the type of violation according to the 

description of the violation committed [4]. The use of a simple and easy to interpret structure allows this 

algorithm to help solve problems [5]. The chance of compatibility between sanctions and the type of 

violation committed will be greater because the prediction results from the classification using the C4.5 
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Algorithm [6]. So it is hoped that the C4.5 Algorithm will be able to become the right decision support tool 

in determining the classification of types of violations [7]. 

 

Based on the description of some of the problems above, an analysis will be developed for the classification 

of types of violations that will facilitate the determination of sanctions for violations that occur. This study 

uses data mining techniques by applying the C4.5 Algorithm to find patterns of types of violations and 

existing sanctions [8], then used as the basis for classifying the next type of violation [9]. 

 

METHODS 

 

The data used in this study are data that obtained from the PKB PT X document. The document contains 

all regulations, violation sanctions, and types of violations that apply at PT X. As well as data on violations 

and sanctions that occurred at PT X from 2010 to 2020. The data that has been collected is then processed 

following the steps in the calculation of the C4.5 Algorithm [10]. The settlement method is made as a travel 

path to facilitate the author in conducting research, the completion method can be seen in Figure 1. 

 

Initial data processing is data from PT X's PKB document which consists of several attributes or assessment 

factors which are then processed using RapidMiner 9.7.001 to obtain a decision tree pattern. At this stage, 

attribute determination is carried out, where these attributes will produce a model to form a decision tree 

for determining the type of violation [11]. Attributes are determined based on statements that are adjusted 

to the provisions of PT X. The following are attributes with several statements [12]. 

 

The data used in this study is data obtained from the PKB document of PT X. Documents contain all 

regulations, violation sanctions, and types of violations that apply in PT X. As well as data on violations 

and sanctions that occurred at PT X from 2010 to 2020. The data that has been collected is further processed 

following the steps in the calculation of the C4.5 Algorithm. The settlement method was created as a journey 

flow to make it easier for the author to conduct research, the settlement method can be seen in Figure 1. 
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The initial data processing is data from PT X's PKB document which consists of several attributes or 

assessment factors which are then processed using RapidMiner 9.7.001 to obtain a decision tree pattern. At 

this stage, attribute determination is carried out, where these attributes will produce a model to form a 

decision tree for determining the type of violation [11]. Attributes are determined based on statements that 

are adjusted to the provisions of PT X. Here are attributes with multiple statements. 

 

Table 1. Statements and attributes 
Statement 1 

A None 

B 
Perform actions that hinder work activities such as absenteeism without a valid reason or acceptable to the 

company from and up to 3 – 4 consecutive days 

C 
Late for work, leaving work early without permission or during working hours leaving the workplace without 

the permission of the superior 

D Manipulating absenteeism 

E Neglecting work for its own sake without taking responsibility 

 Statement 2 

A None 

B Misusing company-owned goods/facilities for personal interests or other activities that harm the company 

C 
Providing false information, falsifying data and/or signatures and other staffing documents that can harm the 

company 

D 
Abusing (possessing, selling, buying, pawning, renting, lending or giving away) confidential/valuable goods, 

documents or papers belonging to the government or belonging to a legitimate company 

E 
Carelessly or intentionally damage or leave in a state of danger the company's property that causes losses to 

the company 

Statement 3 

A None 

B Give preferential treatment to anyone who may result in personal gains or losses to the Company 

C Committing fraud, theft, embezzlement of goods/money belonging to others or belonging to companies 

D Committing corruption, collusion and nepotism so as to cause losses to the company 

E 
Committing crimes such as harassment, assault, intimidation, persecution, abusive humiliation, violent acts, 

threatening the Head of the company or employees or their families 

 

Information: 

A: Mild 

B: Minor 

C: Moderate 

D: Quite serious  

E: Serious 

 

Based on data from PT X, there are 15 types of violations as follows: 

 

Table 2. Breach case data 

No Statement 1 Statement 2 Statement 3 Types of Violations 

1 A A A Mild 

2 C D A Mild 

3 B A A Serious 

4 A A B Mild 

5 C B B Serious 

6 B C C Serious 

7 C C B Mild 

8 B D B Mild 

9 C C C Serious 
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No Statement 1 Statement 2 Statement 3 Types of Violations 

10 D C C Serious 

11 D C D Serious 

12 D C D Serious 

13 E C D Serious 

14 E D D Serious 

15 E E E Serious 

16 A B D Mild 

17 C D E Serious 

18 B E A Mild 

19 B E D Serious 

20 A D C Mild 

 

The calculation of entropy and gain  is a step to determine the result of the weight of each attribute [13] and 

the criteria for obtaining the highest value which is then used as the root of the decision tree [14].  

 

Entropy (S) =∑ −𝑛
𝑙−1  pi * log2  pi  (1) 

 

Information: 

S : Case Set 

N : Number of partitions S 

Pi : Proportion of Si to S 

 

Gain (S,A) = Entropy(S) - ∑
𝑠1

𝑠

𝑛
𝑙−1  * Entropy(Si)  (2) 

 

Information: 

S : Case Set 

A : Attributes 

N : Number of partitions attribute A  

 

The C4.5 algorithm is popularly used by many researchers to determine decisions by building decision 

trees. In simple terms, after determining the entropy and gain of the process, the next is to determine the 

attribute that is used as the root, after it is known which attribute is the root, the next process is to determine 

the branch for each root [15]. 

 

RESULT AND DISCUSSION 
 

The first experiment was carried out using 15 data of cases of violations, further determined the values of 

entropy and gain. The highest gain value is then checked whether the entropy owned is worth 0 or is still 

worth. If the entropy is still valuable, the next derivative partition is carried out, namely the calculation of 

the entropy at the highest gain and the redetermination of the gain value and entropy.  

 

Figure 2 is the result of the first partition, the highest gain value is in Statement 3 which is 0.5183. Each 

statement with an E value has an entropy value of 0, while for A, B, C, and D values it is not equal to 0. 

After obtaining the highest gain value, namely in Statement 3, it is necessary to recalculate the gain value 

and entropy and specifically for entropy which is not worth 0. Recalculation is called advanced partitioning.  
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Figure 2. First Partition 

 

The second partition is carried out in Statement 1 and Statement 2, the gain and entropy values are obtained, 

namely in Statement 1 the entropy value is worth 0 while the gain is worth 0.9183. In Statement 2, the 

entropy value of A is 1 while the gain value is 0.7850. The result of the second partition is in Table 2. 

Calculation Node 1.1 Statement 3A. 

 

Table 2. Calculation of Node 1.1 Statement 3A 
 Sum Mild Serious Entropy 

Statement 1 

A 1 1 0 0 

B 1 0 1 0 

C 1 1 0 0 

D 0 0 3 0 

E 0 0 3 0 

Gain  0,9183 

Statement 2 

A 2 1 1 1 

B 0 0 0 0 

C 0 0 0 0 

D 1 1 0 0 

E 0 0 0 0 

Gain 0,7850 

 

After the second partition, the next step is the calculation to get the result of node 1.2 based on the highest 

gain obtained on node 1.1. The derivative partition was carried out three times and obtained the highest 

gain of 0.8516 in statement 2 with an entropy value of 0. Next comes the decision tree like Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Decision Tree 
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Based on the decision tree, namely the final node that has been generated is then extracted into a rule or it 

can be concluded as follows: 

1. if Statement 3 is of value A Statement 2 is of value A, then the type of violation is Mild 

2. if Statement 3 is worth A Statement 2 is worth B, then the type of violation is Serious 

3. if Statement 3 is worth A Statement 2 is worth C and Statement 1 is worth A then the type of violation 

is Serious 

4. if Statement 3 is worth A Statement 2 is worth C and Statement 1 is worth B then the type of Serious 

violation 

5. if Statement 3 is worth A Statement 2 is worth C and Statement 1 is worth C then the type of Serious 

violation 

6. if Statement 3 is worth A Statement 2 is worth C and Statement 1 is worth E then the type of violation 

is Mild 

7. if Statement 3 is worth A Statement 2 is worth D, then type of violation is Mild 

8. if Statement 3 is worth A Statement 2 is worth E and Statement 1 is worth A then the type of violation 

is Mild 

9. if Statement 3 is worth A Statement 2 is worth E and Statement 1 is worth C then the type of violation 

is Mild 

10. if Statement 3 is worth A Statement 2 is worth E and Statement 1 is worth D then the type of Serious 

violation. 

11. if Statement 3 is worth B Statement 2 is worth A, then the type of violation is Mild  

12. if Statement 3 is worth B Statement 2 is worth B, then the type of violation is Mild 

13. if Statement 3 is worth B Statement 2 is worth C and Statement 1 is worth C then the type of Serious 

violation. 

14. if Statement 3 is worth B Statement 2 is worth C and Statement 1 is worth E then the type of violation 

is Mild 

15. if Statement 3 is worth B Statement 2 is worth D, then the type of violation is Mild 

16. if Statement 3 is worth B Statement 2 is worth E and Statement 1 is worth A then the type of violation 

is Mild  

17. if Statement 3 is worth B Statement 2 is worth E and Statement 1 is worth C then the type of violation 

is Mild 

18. if Statement 3 is worth B Statement 2 is worth E and Statement 1 is worth E then the type of Serious 

violation. 

19. if statement 3 is of value C, then the type of Serious violation. 

20. if statement 3 is of value D, then the type of Serious violation. 

21. if statement 3 is of value, then the type of Serious violation.  

22. if statement 3 is worth B Statement 2 is worth A, then the type of violation is Mild  

23. if statement 3 is worth B Statement 2 is worth B, then the type of violation is Mild  

24. if statement 3 is worth B Statement 2 is worth C, then the type of Serious violation.  

25. if statement 3 is of value C, then the type of Serious violation.  

26. if statement 3 is worth D, then the type of Serious violation.  

27. if statement 3 is of value E, then the type of Serious violation.  

 

Twenty-seven (27) rules are a class resulting from the classification of the types of violations committed 

can be Serious or Mild.  The resulting rule can then be used as a pattern to determine the type of violation. 

The statement 3 attribute has a considerable influence in all partitioning performed. Based on the results of 

the C4.5 Algorithm that the statement 3 attribute is on the topmost node.  

 

Validation of the rules that have been generated with the aim of evaluating the effectiveness of the C4.5 

Algorithm in the classification of types of violations is found in figure 4. Validation is carried out twice, 

the first is validation with data that is used as a reference for algorithm calculations, namely with fifteen 

tests. The results obtained were thirteen tests successfully matched and two tests were not appropriate. The 

second validation is the conformity with the combination data against 125 combination case data. The 

results obtained were 106 appropriate case data and 19 cases were not appropriate. 
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Figure 4 Rule Validation 

 

 

CONCLUSION 

 

Based on the results of research that has been carried out after determining the value of gain and entropy, 

three partitions were carried out, so a decision tree was obtained with 27 rules that can be used as a pattern 

to classify the type of violation.   The results of this study can be concluded, namely the C4.5 Algorithm 

can be used to classify types of violations with an accuracy level above 80%. This was obtained from the 

first validation, which was 86.66% and the second validation was 84.8%. From the three attributes used, 

namely Statement 1, Statement 2, and Statement 3, it was found that Statement 3 had a major effect on each 

partition, this is evidenced by Statement 3 being on the top node. So that the C4.5 Algorithm not only has 

good performance on the classification of types of violations but can also produce an excellent decision 

tree. 
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