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Abstract. In this paper, we exploit the potential presented by the combination of ensemble learning models as one of 

the key points of the soft aspect, i.e. Tools for observing, monitoring, sampling and studying meteorological parameters 

in order to machine learning models composed of measurements of different meteorological parameters (temperature, 

rainfall, humidity rate, wind speed, etc) and then combine the results of the different models via an ensemblistic method 

to improve the efficiency of these automatic learning models in evaluating meteorological parameters.  In this research, 

the authors have shown that Voting Regressor as an ensemble learning method can improve the efficiency of combining 

automatic learning models in evaluating meteorological parameters because we used heterogeneous models (MLP 

Regressor, Decision Tree Regressor and K Neighbors Regressor), and we noted that our models presented a score of at 

least 50 percent. as can be seen in figure 8 and table 1, with a Model score: 0.79, R-squared 0.79, MAE 2.8, RMSE 3.5. 
This article uses raw data in the form of a .csv file as the dataset. The authors of this study collected this dataset at 

Bipemba Airport (Mbujimayi/RD Congo), comprising 84 records averaged over 7 years, from 2015 to 2021. 
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INTRODUCTION  

At present, it is very important for some parts of our planet to assess and closely monitor meteorological 

parameters to detect possible changes in order to better manage the risks associated with climate change. 

Climate change and climatic disturbances currently observed in certain regions of the earth have their origin 

in essentially the emission of greenhouse gases released by the various sources of emission which are either 

motor vehicles, processing plants, industries chemicals, air transport, maritime transport etc… all these 

different vectors emit daily disproportionate quantities of gases and particles which thus represent the main 

source of atmospheric pollution and which negatively influence the various weather parameters. 

 

To this end, it is more than necessary to evaluate and predict the weather parameters to have control of the 

course of the climate cycle in order to prevent and anticipate possible climate changes and thus help society 

to adopt measures for good environmental management, to take climate resilience measures in order to also 

migrate towards the use of clean and renewable energy sources. 

Predicting the weather is also useful for ensuring food security, because if we can better assess the climate, 

it can help the grower to optimize and make profitable his production in the current conditions of an 

environment weakened by the increase in the temperatures of the emerged lands. and various other 

manifestations; From an economic point of view, the agricultural, fishing and tourism sectors are directly 

impacted by climate change: access to water, extreme events, droughts have direct consequences on 

agricultural yields; the acidification of the oceans, the warming of the waters degrade marine ecosystems 

(such as corals) and lead to the migration of marine species, which limits the potential for fishing catches 

in certain areas. 

 

Thus, regarding the various elements mentioned above, it is necessary to make use of analysis tools and 

powerful predictions than automatic classifiers to create a learning model that can learn from a Dataset 

from real data in order to provide a prediction close to reality in order to help the various environmental 

actors in decision-making for better management for a sustainable environment. 
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MACHINE LEARNING MODEL 

Machine Learning solves several problems today relating to the learning approach involved. Among these 

approaches, we will mainly mention: supervised learning, unsupervised learning, and reinforcement 

learning. While  

A. Neural networks 

In recent years, artificial deep neural networks (including recurrent networks) have won many competitions 

in pattern recognition and machine learning [1]. Neural networks are a way to do machine learning, in 

which a computer learns to perform a task by analyzing training examples. Usually, the examples have been 

hand labeled in advance. An object recognition system, for example, might receive thousands of labeled 

images of cars, houses, coffee cups, etc., and it would find visual patterns in the images that consistently 

match the labels. particular. 

 

Loosely inspired by the human brain, a neural network consists of thousands, if not millions, of unique, 

tightly interconnected processing nodes. Most neural networks today are organized in layers of nodes, and 

they are "feed-forward", which means that data passes through them in one direction only. An individual 

node can be connected to multiple nodes in the underlying layer, from which it receives data, and to multiple 

nodes in the upper layer, to which it sends data. 

 

To each of its incoming connections, a node will assign a number called "weight". When the network is 

active, the node receives a different piece of data — a different number — on each of its connections and 

multiplies it by the associated weight. It then adds the resulting products, resulting in a single number. If 

this number is less than a threshold value, the node does not transmit any data to the next layer. If the count 

exceeds the threshold value, the node "fires", which in today's neural networks usually means sending the 

count - the sum of the weighted inputs - along all its outgoing connections. 

 

When a neural network is trained, all its weights and thresholds are initially set to random values. The 

training data is transmitted to the lower layer - the input layer - and it passes through the following layers, 

multiplying and adding in complex ways, until it finally arrives, radically transformed, at the output layer. 

During training, weights and thresholds are continually adjusted until training data with the same labels 

consistently produce similar outputs [2]. 

B. Decision Tree (DT) 

One of the widely used techniques in data mining is systems that create classifiers [3]. In data mining, 

classification algorithms can process a large volume of information. It can be used to make assumptions 

about categorical class names, to classify knowledge based on training sets and class labels, and to classify 

newly obtained data [4]. Fig. 1 illustrate a structure of DT. 

 

Decision trees are one of the powerful methods commonly used in various fields, such as machine learning, 

image processing, and pattern identification [5]. DT is a successive model that unites a series of basic tests 

in an efficient and consistent way where a numerical characteristic is compared to a threshold value in each 

test [6]. Conceptual rules are much easier to construct than numerical weights in the neural network of 

connections between nodes [7, 8]. Mainly for bundling purposes, DT is used. Moreover, DT is a commonly 

  
Figure 1. Decision Tree [4] 
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used classification model in Data Mining [9]. Nodes and branches are composed of each tree. Each node 

represents features in a category to be classified and each subset defines a value that can be taken by the node 

[10, 11]. Due to their simplicity of analysis and accuracy over multiple forms of data, decision trees have 

found many fields of implementation [12].  

 

C. K-Nearest Neighbor  

K-Nearest Neighbor (KNN) is a method that uses a supervised algorithm for the results of the newly ranked 

query instance based on the majority of KNN categories. This algorithm aims to classify new objects based 

on attributes and training samples. The KNN algorithm is very simple, based on the shortest distance 

between the query instance and the training sample to determine its KNN. The training sample is projected 

into a multidimensional space, where each dimension represents a characteristic of the data. The space is 

divided into sections-part according to the classification of the training sample. A point in this space is 

denoted class c if class c is the most common classification in the k nearest neighbor of this point.  

 

The flow/steps that will be performed in this study can be seen in Figure 2 below: 

 

 
 

Figure 2. Voting Regressor Algorithm 

 

The Voting Regressor (VR) is created on an intuitive and simple concept. The concept is to combine 

multiple machine learning models and a final predicted value is calculated by using either their average 

predicted value or a value predicted by the majority of the machine learning algorithms in the ensemble. 

The working of VR is presented in Figure 2. VR is considered very useful in the machine learning models, 

which are equally well-performing. It will help to predict more accurately by balancing out their 

weaknesses.  

 

RESULTS AND DISCUSSION 

Data collection is obtained from Mbujimayi Bipemba airport in the Democratic Republic of Congo. Below 

are some examples of real meteorological data which has been collected by the Bipemba weather station 

which contains the climatological information from 2015 to 2021 and consists of the following columns: 

temperature, humidity, rainfall, year, month, rainfall, rain frequency, wind speed, and storm. 

A. Dataset 

 

Figure 3. Data information 
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The data shows us that we have 10 parameters for a total of 84 entries in the space from 2015 to 2021 and 
concerning the data types, we have integers. 

B. Model creation 

We created our model and to compare their performance, performance measures such as Mean Absolute 

Error (MAE), Root Mean Square Error (RMSE), and coefficient of determination (R-squared) were 

calculated. 

 

 
Figure 4. Model creation 

 

In this article, MLPRegressor used five metrics, Model score, Validation score, MAE, RMSE, and R-

squared, as shown were used in order to compare the performances of the single ML models. As shown in 

the figure below: Model score 0.73, Validation score 0.5, R-squared 0.73, MAE 3.2, RMSE 4,04. 

 
Figure 5. MLPRegressor model 

 

In this article, DecisionTreeRegressor used five metrics, Model score, Validation score, MAE, RMSE, and 

R-squared, as shown were used in order to compare the performances of the single ML models. As shown 

in the figure below: Model score 0.5, Validation score 0,1, R-squared 0.5, MAE 3.2, RMSE 5,5. 
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Figure 6. DecisionTreeRegressor model 

 

In this article, KNeighborsRegressor used five metrics, Model score, Validation score, MAE, RMSE, and 

R-squared, as shown were used in order to compare the performances of the single ML models. As shown 

in the figure below: Model score 0.6, Validation score 0,4, R-squared 0.6, MAE 3.9, RMSE 4,9. 

 
Figure 7. KNeighborsRegressor model 

 
 

C. Combination of models: Ensemble Learning 

Ensemble learning is a technique that involves training several ML models in order to take into account all 

their results. To do this, in this article we combined three models, setting a criterion that the score must be 

at least 50 percent. We tried other models that gave less than 50 percent. And the score was improved by 

using VotingRegressor, one of sklean's ensemblistic methods. 

The choice of this method is due to the fact that we are dealing with heterogeneous models, and when we 

are dealing with heterogeneous models, we need to combine them in a simple way. votingregressor is a 

simple way of combining, but also our models give at least a 50 percent score, which is why the three 

models have been maintained. they are: MLPRegressor, DecisionTreeRegressor and KNeighborsRegressor  

 

 
Figure 8: Combination of models  
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By combining the different models using Votingregressor, we obtained an improvement as shown in the 

figure above and obtained the following result: Model score: 0,79, R-squared 0.79, MAE 2.8, RMSE 3,5. 

 

DISCUSSION 

In Table 2 can be seen comparison of methods. 

 
Table 2. Models comparison and improvement 

 
Models/Methods Model 

Sscore 

Validation 

score 

R-squared MAE RMSE 

MLPRegressor 0,73 0,50 0,73 3,29 4,04 

DecisionTreeRegressor 0,50 0,10 0,50 4,13 5,52 

KNeighborsRegressor 0,60 0,43 0,60 3,92 4,94 

Votingregressor 0,79  0,79 2,85 3,57 

 
The Figure 9 below shows how the votingregressor improves the model score and R-squared and 

minimizing the Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). 

 

 

Figure 9. Comparison and improvement 

 

CONCLUSION 

This article presents the Efficiency of the combination of machine learning models in the evaluation of the 
meteorological parameters of bipemba airport in Mbujimayi and the combination of models with the 
VotingRegressor method would be the most suitable because the best performance on the prediction would 
therefore be to considerably reduce the differences between the estimated values of the predicted parameters 
and their true values when they are taken and thus we can better anticipate certain situations that can 
permanently affect the lives of the inhabitants and therefore propose to decision-makers to take effective 
measures in the management of the environment and the fight against climate change. For the purposes of 
this article, we made a parallel combination of the models (MLPRegressor, DecisionTreeRegressor and 
KNeighborsRegressor) with the Voting Regressor method, and the efficiency was improved, as can be seen 
in Table 1. 
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