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Abstract. Industry 4.0 refers to the increasing tendency towards automation and data exchange in technologies like 
Big Data and AI. The existence of technology means telecommunication companies have to adapt. Therefore, it takes 
great people so that the company can continue to survive. The problem that companies often face in hiring great people 
is that it costs a lot and takes a long time to recruit. Predictive analysis can assist in identifying system issues and 
solutions. This study aims to develop predictive analytics that can improve recruitment screening based on CVs and 
find the best predictive model for the company to reduce costs and long recruitment cycles using technology. The 
authors built an analytical prediction model in four stages: data collection, data preprocessing, model building, and 
model evaluation. This technique uses Random Forest and Naive Bayes classification algorithms. Both systems 
properly predicted more data sets with 70% accuracy, 70% precision, and a recall rate above 80%. Compared between 
the two techniques, Random Forest outperforms Naive Bayes for this predictive model. A lot of people are talking 
about predictive analytics for hiring, but there aren't many data mining frameworks that can help to find rules based on 
the CVs of people who have worked for companies before. 
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INTRODUCTION 
The Fourth Industrial Revolution (or Digital Era 4.0) is now underway. Industrial Revolution 4.0 "Business 
4.0" refers to the rising automation and data interchange in industrial technology and operations. Industry 
4.0, Cyberphysical Systems, Artificial Intelligence, Smart Factories (Big Data), Cloud Computing, and 
other technologies will help manufacturers and businesses. Nowadays, everyone must be tech-savvy. New 
devices and technology are revolutionizing telecom. Telecommunications is a fast-growing industry. The 
telecom business must adapt, change, and grow to remain competitive. Indonesia's telecom industry is vital. 
The Telecommunications Company's strategy and ideas continue to serve Indonesia. The deployment of 
sustainable and accessible infrastructure for all Indonesians has also increased. Because of this, the 
corporation will give priority to employing top digital talent to help boost the nation's digital capabilities 
and increase digital adoption. 
 
To find the best candidate, telecommunications companies must also think about the cost and time so that 
the process runs effectively. In [1], According to respondents (19%), the cost (budget) issue became the 
third most significant factor affecting recruitment circumstances. According to respondents' explanations, 
most enterprises in Indonesia are currently (at the time of this research) working on reducing costs. 
According to [2], If recruiters do not pay enough attention to specific details, it may result in unrealistic job 
analysis and long recruitment cycles. This makes it harder to find outstanding talent and increases costs in 
terms of money, labor, and opportunity. In [3], screening eligible candidates can consume a significant 
amount of time and resources, which is exacerbated when a large number of applicants respond.  
 
In addition to identifying potential and matching it to an organization's needs, advanced algorithms can also 
locate team players based on core traits and personality matching, making it an effective way to avoid the 
need for costly and time-consuming preliminary screening [4]. HR analytics can be used for predictive 
purposes. Predictive analytics uses sophisticated methods like machine learning to forecast future events. 
It is the use of historical data to forecast future recruitment strategies, hiring decisions, and workforce 
planning [5]. Predictive algorithms such as regression, decision trees, random forests, and Bayesian 
statistics are widely used nowadays. 
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Previous studies have explored using predictive analytics for the recruitment process. In [6], The research 
predicts that joining efficient candidates on before resume selection and the total process is to be done in 
an efficient way with minimal cost and minimal time. In [7], Naïve Bayes is used in the next step to 
determine or predict employee placement based on their characteristics. In [8], the authors proposed system 
aims to analyze the performance and possible suitable candidates for the job using the random forest 
method. According to [9], the authors set up a job predictor based on the candidate's resume. 
 
There are many articles exploring predictive analytics for recruitment, but there are few data mining 
frameworks for extracting rules based on historical CVs of company applicants with limited data. Thus, 
this study aims to develop predictive analytics that can improve recruitment screening based on CVs and 
find the best predictive model for the company to reduce costs and long recruitment cycles using 
technology. The benefit is that organizations can find the right people the first time, which leads to better 
results. 
  
METHODS 

A. Research Framework 

In order to define the solutions, a research framework must first be developed. This research 
method is modified based on research [10] to build predictive models from data collection to evaluation. 
The research framework is shown in Figure 1. The research includes four major processes that are included 
in this research: data collection, preprocessing of data, model building, and the evaluation of the model. 
Using secondary data from the employer over a four-year period, the candidate's CV is compiled. It is 
possible to extract valuable and representative information from a dataset by preprocessing it. A prediction 
model is then developed, and finally an evaluation is performed on it. This model will be built with the 
RapidMiner app.  

 
 
 
 
 
 
 

 
 

 
 

Figure 1. Research framework 

B. Model Algorithm 
This study used random forest and Naïve Bayes models. The two models will be compared to see which is 
more predictive. 

Table 1. Prediction models choice 

Classifiers Category Classifiers by Groups Model 
Ensemble Bagging Random Forest 
Singular Probability Naïve Bayes 

 
1. Random Forest 
Random forest is a sort of classifier that is often used in both regression and classification classifiers in 
supervised learning. Additionally, the RF classifier is an ensemble classifier, which means it creates 
predictions by integrating many CARTs [11].  
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2. Naïve Bayes 
Based on the simple probability Bayes theorem, the Naïve Bayes classifier employs a small amount of 
training data to estimate the mean and variance of a variety of variables. This algorithm can be expressed 
formally as equation 1. According to another definition, the Naïve Bayes classifier is a classification system 
that employs a probability method and statistics that were developed by British scientist Thomas Bayes, 
and it forecasts future opportunities based on previous experiences [12]. 

 
𝑃(𝐻│𝑬) = 		 (𝑃(𝐸|𝐻)𝑃(𝑯))/(𝑃	(𝑬))                     (1) 

Description: 
P(H|E)  = Probability of being in a certain place (conditional probability) 
P(E|H)  = Probability of occurrence of parameter E under hypothesis H 
P(H) = Hypothesis H is the prior probability (prior) hypothesis. 
P(E)  = E specifies the initial probability (previous) parameter. 

C. Model Evaluation 
1. Confusion Matrix 
Confusion matrix are a machine learning tool widely used to test or show the behavior of models in 
supervised classification settings, such as classification exercises. This method uses a square matrix, where 
each row represents an individual instance's actual class, and each column represents a predicted class. 
These columns and rows in this matrix include all of the basic information regarding predictions generated 
by a classification model after being applied to a given dataset. It is common practice to assess a model's 
generalization accuracy with data not utilized during the model's learning phase [13].  

 
 
 

 
 
 

 

 

Figure 2. Classification confusion matrix 

2. Performance Measures 
Confusion matrix for making a variety of performance indicators to see how well the performance model 
that was made works. Performance measures like accuracy, precision, and recall were used in this 
experiment to see how the results worked out. Precision data is data that is based on not having enough 
information. If you use a binary classification algorithm, as the one shown, precision in binary classification 
can be the same as positive predictive values. Deleted information that can be found and used again is called 
"recall data." It comes from data that is relevant to the query. The term "sensitivity" refers to the ability to 
remember information in a two-step process. With recall, it is possible to see how the relevant data taken 
was set up and approved by the query and how it was taken. Accuracy is a percentage of the total data that 
has been found and looked at [14]. 

 
𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑠𝑖𝑜𝑛 = T UV

UVWXV
Y𝑋	100%.									 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 = T UV
UVWX_

Y𝑋	100%.																			 (3) 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ((𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁))𝑋	100%             (4) 

 

RESULT AND DISCUSSION 
1. Data Collection 

This company collects data for research purposes using secondary sources, specifically the CV dataset from 
2018 to 2021. This data includes basic demographic information (ID number, gender, and age), education 



Jurnal	CoreIT,	Vol.8,	No.1,	June	2022	
	 ISSN	2460-738X		 (Print)	
	 ISSN	2599-3321		 (Online)		

DOI: 10.24014/coreit.v8i1.16915 
35 

	

background (degree level, major field of study, and college GPA), English language skills (score), work 
experience, chosen field of labor, and admission status. It contains 125,309 candidates. 
 
2. Data Pre-processing 
Pre-processing converts unusable raw data to a more useful and efficient format. The outcome of this pre-
processing data will be a dataset that is ready for machine learning processing. Pre-processing is the process 
of cleaning and reducing data. 
 
The dataset was cleansed in this study by correcting any inaccurate data collected, such as typos. During 
data cleansing, missing values are also deleted. Missing values are prevalent in datasets. A missing value 
in a dataset is a characteristic or variable that lacks data in a sample of observations. Before processing the 
dataset, the missing value must be removed. The dataset utilized in this study has several missing values 
for each attribute. Relevant data lacks necessary information, as in the following examples:  
1. The data appears to be blank or lacking attribute data (GPA, Department, University, and so on)  
2. unclear data  
3. D4/S1 schooling is below average.  
4. Non-GPA data, specifically (1-4).  
In this study, missing values are removed from the data by removing them from the data set.  After removing 
the missing value from the data, outlier identification is performed. The data in this study will be discarded 
if machine learning detects outliers. After removing any missing values, the dataset is reduced.  
 
The company's dataset for this study contains information on basic demographics (ID number, gender, and 
age), educational attainment (degree level, major field of study, and GPA), English language ability (score), 
work experience, chosen field of work, and acceptance status. On the other hand, this strategy entails 
reducing the number of dimensions or utilizing only the necessary data rather than the entire set of data. 
GPA, major, university, and candidate admission status are all variables considered. It is superfluous to 
include information about a candidate's English language proficiency and work experience, as the business 
may not take these things into consideration. These are GPA values that have been simplified to predicate 
forms (summa cum laude, magna cum laude, and cum laude) to correspond to the shapes of the other 
qualities. To make machine learning easier to process, major field data is converted to faculty data. The 
data on universities is classified into two categories: type and accreditation. Universities can be evaluated 
through accreditation. The higher the accreditation value of an institution, the more qualified it is. Since 
Indonesia has both private and public universities, the university data type is used. Additionally, candidate 
acceptance status data is streamlined from passing, not passing, and not passing to enter the final step to 
yes or no data. This pre-processing converts raw data to machine-learning-suitable data. The output from 
Tables 2 and 3 will be descriptive statistics about the datasets and variables. 
 

Table 2. Choice of variable 

 

Table 3. Descriptive statistics of the datasets 

Data Attribute Statistics Raw Data Filtered 
Data 

Basic Information ID Number Count 125309 123788 

Category Variable/Data Types Variable Description 

GPA Predicate / Ordinal Labels based on established criteria 
for student graduation 

Major of Field Faculty /  Nominal A university's academic program or 
major 

University Type of University / Nominal Indonesian Higher Education 
Types 

 Accreditation / Ordinal 
The evaluation of an educational 
institution using predetermined 
criteria 
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Birth of date Count 125309 123788 

 
Gender Count 125309 123788 
GPA Count 125309 123788 

Educational Background 

Degree level Count 125309 123788 

Major of Field Count 125309 123788 

University Count 125309 123788 

Type of English test Count 125309 123788 

English Profiency 
Score Count 125309 123788 

Work Experience Count 125309 123788 

Work Experience Field of Work Count 125309 123788 

Field of Work Acceptance Status Count 125309 123788 

Candidate acceptance status     
 
3. Model Building  
At this stage, a data model is required for training, validating, and testing machine learning algorithms. By 
extracting critical information from datasets, data training teaches models or generates predictions. Because 
the data set already has a label, this study employs supervised machine learning. This data training 
technique makes use of 902 yes and 902 no records from the data period 2018-2020. The yes data for 902 
comes from previously collected data, whereas the no data comes from machine learning data sampling. 
After that, the model will be trained on the specified attributes. To train a machine learning model, this data 
set will be combined with the goal attribute acceptance status (YES/NO) in order to determine whether or 
not a candidate screening will pass. 
 
Validation of the dataset is required following training. This validation ensures that the model is deployable 
and fits well, avoiding over- or under-fitting. At this stage, cross-validation is used to evaluate the learning 
model's statistical performance. They divide the training data into ten equal segments and then repeat the 
training process on each segment to ensure that the model produces identical results.  
 
Data testing is a subset of model testing that involves simulating new datasets to determine how well the 
model performs on them. In 2021, 306 data have a yes status, while another 306 have a no status. According 
to the number of findings, data sampling using machine learning yielded 306 data from the current data 
collection. 
 
4. Model Evaluation 
After data processing is complete, the results of running machine learning algorithms (Table 4) can be seen. 
As predicted with static data, the highest value is obtained. In Table 5, the results of the evaluation using 
the confusion matrix on two tested models are shown. 
 

Table 4. Top value in prediction model 

Category Top Value 
Accreditation A 
Faculty Engineering 
Predicate Magna Cum Laude 
University Type State 
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Table 5. Confusion matrix result 

 
 
 
 
 
 
 
 
 

Table 6. Predictable amount of data 

 
Table 7. Performance measures result 

Model 
Value ± SD 

Accuracy Precision Recall 

Random Forest 71.5% ± 3.9% 70.3% ± 6.4% 83.4% ± 6.3% 
Naïve Bayes 70.9% ± 1.8% 70.6% ± 4.6% 81.4% ± 6.7% 

 
Based on the confusion matrix and performance measures, the random forest classifier is a good model to 
deploy. As a result, when using pre-existing features and labels, random forest outperforms naive bayes. 
219 data items were successfully predicted using the four criteria established at the outset of the process. 
This model is 71.5 percent accurate, according to the results. This reveals that the final model is capable of 
accurately categorizing 70% of things. Precision measures the difference between expected and observed 
outcomes, whereas recall measures the model's ability to adapt to new data. Precision is not synonymous 
with recall. According to the study's findings, the model's recall is greater than its precision. When more 
information is given to the model, it can predict the results with a success rate of up to 70%. According to 
[15] the authors stated that by adding many attributes that are considered in the calculation, it can predict 
more prediction accuracy. 
 
The company simply needs to add new criteria to the registration process, such as faculty, predicate, 
university type, and university accreditation, and then execute the model. Figure 3. It displays an easy-to-
complete candidate data entry form. Based on their registration information, this model can predict whether 
applicants will pass or fail. Additionally, this simulator can display variables that influence forecast results. 
Because they are based on past performance, they can assist businesses in selecting more qualified 
candidates in the future. This is a more effective method because it allows candidates with similar 
probability requirements to pass. This enables businesses to save money and time with a relatively small 
dataset. 
 

Random Forest 
 True NO True YES 

Pred. NO 79 28 
Pred. YES 59 140 

Naive bayes 
 True NO True YES 

Pred. NO 81 32 
Pred. YES 57 136 

Prediction Model Description Amount of Data Accuracy 

Random Forest 

The amount of data that was 
successfully predicted correctly 219 

71.5% 
The amount of data that failed to 
predict correctly 87 

Naïve Bayes 

The amount of data that was 
successfully predicted correctly 217 

70.9% 
The amount of data that failed to 
predict correctly 89 
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Figure 3. Model simulator prediction 

Additionally, the recruitment process can be cost-effective when predictive analytics is used. This is 
because, following registration, not all candidates can advance to the selection stage simply by passing the 
screening stage using a prediction model. As a result, fewer candidates are accepted, and associated 
expenditures are also lowered. Additionally, by reducing the number of candidates, the organization avoids 
the expense of hiring additional staff to conduct this recruitment procedure. Along with cost, the company's 
time to hire is a factor. If the recruiter reduces the number of candidates obtained as a result of the screening 
process, the recruiter can also minimize recruiting time, particularly if the recruiter sorts the candidate from 
stage to stage, which takes time. 
 
CONCLUSION 
In this study, companies can use the HR analytical system using predictive analytics. This predictive 
analytics can identify possible future outcomes based on historical data. This can be done in four stages: 
data collection, data preprocessing (cleaning and reduction), model building, and evaluation. Algorithm 
models that can be used are Random Forest and Naïve Bayes. Based on the evaluation results, the Random 
Forest model managed to predict more correctly. The resulting performance measure has an accuracy of 
70%, a precision of 70%, and a recall of 83%. So that these predictive analytics can generate new criteria 
that are appropriate based on historical data of candidates who have been accepted as employees to screen 
candidate recruitment at the company. This can help the company to get a candidate with a high probability 
of meeting the criteria needed by the company to be processed again to the next stage. This system can help 
to speed up the recruitment process and decrease company costs because there is already a screening stage 
at the beginning because not all candidates who apply can be accepted like in the manual recruitment 
process system. 
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