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Abstract 
One of the marketing strategies of e-commerce companies is a recommendation system that is used 

to predict interesting product information based on the characteristics of each user. However, 

recommendation systems generally use explicit feedback as a value of user interest in a product, giving rise 

to data limitations (cold-start) problems because they are only based on transaction data that has been 

assessed by users. Another solution could be to use implicit feedback to avoid cold-start issues based on 

the number of user transactions for stores and product categories. In this research, the algorithm used is 

Singular Value Decomposition (SVD) to find similarities between one user and another user based on the 

feedback value. The model results show good performance with RMSE scores ± 0.865 and MAE ± 0.508. 
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1. Introduction 

The existence of e-commerce as an online buying and selling platform makes these 
activities much easier. E-commerce allows sales transactions to be carried out online so that 
buyers do not need come to the store. Thus, the sales transaction process will be able to save 
time and costs, buyers can also get new recommendations regarding the product to be purchased 
based on comparisons between user patterns [1]. It is not surprising that currently the growth of 
e-commerce in Indonesia is very high, resulting in massive scale transaction data that can be used 
as a marketing strategy by e-commerce companies to increase the number and value of 
transactions. One of the strategies currently being implemented is the Recommendation System, 
a tool for estimating interesting product information based on the suitability of each user's 
characteristics with the help of machine learning 

In the recommendation system, there is a Collaborative Filtering approach as a means of 
filtering or evaluating items using other people. Collaborative filtering performs filtering of data 
based on the similarity of user characteristics so that it is able to provide new information to users 
because the system provides information based on the pattern of a group of users who are almost 
the same [2]. Generally, the collaborative filtering approach uses explicit feedback in processing 
the similarity pattern of the 'rating' given by the user to the product purchased. However, this 
causes a cold-start problem when there are new transactions, this information cannot be 
recommended to any user until they have been rated by someone [3]. Cold start is a condition 
when a new user has never given a rating on a product, so that the information obtained for the 
direction of interest from users is difficult to know [4]. Lack of information from new users, 
recommendation systems will have difficulty predicting and recommending a product to these 
users [5]. 

In an effort to solve cold-start problems that often occur, this research will use implicit 
feedback which allows the system to identify the user's interest in a product implicitly. This 
approach does not require a rating given by the user as a reference for sentiment towards the 
product, but instead uses the number of transactions for each user at a particular store and the 
number of transactions for the type of item category purchased. This is used as a theoretical 
concept because there is a tendency for a user to depend heavily on the store, and the information 
on the types of categories of product purchased can be used as recommendations that are more 
specific to each user. 

So that through this method, any transaction data obtained can be directly used for the 
recommendation system without waiting for the rating given by the user. This information is then 
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weighted as a label or dependent variable in the recommendation engine modeling. Furthermore, 
to evaluate a model, the ability test metrics used are Mean Absolute Error (MAE) and Root Mean 
Square Error (RMSE). 
 
2. Research Methods 

The research methodology is the steps taken in carrying out the research. The first step 
that needs to be done is the stage of identifying what problems occur, namely the problem of data 
limitations. Then a data collection stage is needed using a transaction dataset in e-commerce to 
be processed using several techniques both in training and testing. These results will later be 
analyzed so that the system can produce product recommendations for each user. 
 
2.1 Research Stages 

There are several flow formulations or procedures carried out to achieve the research 
objectives shown in Fig 1.  

  

Figure 1. Research Flow 

Based on the research flow shown in Figure 1, the first step is to identify what problems 
are occurring, namely the problem of data limitations (cold-start), which is currently still a polemic 
on recommendation systems based on collaborative filtering in e-commerce. To overcome these 
problems, it is necessary to carry out the data collection stage first using a dataset of buying and 
selling transactions in e-commerce. Then the next stage is processing data starting from pre-
processing activities, data training, model predictions, and evaluation. 

 
2.2. Problem Identification 

Recommendation systems that work in e-commerce generally still constrained by cold-
start problems (data limitations) because they still use explicit feedback such as ratings, stars, 
likes and thumbs up. Therefore, in this study the authors designed a recommendation system for 
e-commerce implicit feedback based on collaborative filtering including the number of 
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transactions for each user in a store and the category of product purchased. The information from 
the two feedbacks will be combined to provide the best item recommendations. So with this 
design, the cold-start problem can be resolved. 

 
2.3. Data Collection 

This research requires transaction data on e-commerce with a large scale because it will 
later affect the performance of the model. Data taken using the e-commerce transaction dataset 
of PT. XYZ from July 2020 to February 2023. Dataset information and columns used are shown 
in Table 1. 

Table 1. Description E-Commerce Transaction Dataset of PT. XYZ  

Column Unique Number Data Type Number of Dataset 

userID 12752 

String (Object) 462920 Rows 
itemID 182507 

umkmID 6277 

category 46 

Information: 
- 'user_id' is the identity number of the user or buyer 
- 'item_id' is the identity number of the product 
- 'umkm_id' is the identity number of the UMKM or seller 
- 'main_category' is the main category type of the item 

 
2.4. Training Techniques 

In this study, the training technique used was using a method, namely Matrix 
Factorization. Matrix factorization is a way to make a matrix into two or more multiplication 
matrices. Suppose A is a matrix, then the factorization of A can be in the form A= A1A2 or A = 
A1A2A3…, with adjusted sizes for Ai [6]. Matrix factorization is used in embedding the compatibility 
of features with one another which makes it possible to look for the relationship whether it is 
related or not with the aim of providing predictive results for the user's assessment of a product. 
The matrix factorization algorithm that will be used is Singular Value Decomposition (SVD). 
Mathematically, SVD is designed to make a matrix decomposed from Matrix M into 3 matrix parts 
as shown in Figure 2: 

 
Figure 2. SVD Equation Formula 

Information: 
- Matrix 𝑈 is a matrix of size n×𝑟 orthogonal matrix of eigenvectors 𝑀T𝑀 
- Matrix D is a matrix of size 𝑟×𝑟 which is a diagonal matrix that has singular values. 

- Matrix 𝑉𝑇 is a matrix of size 𝑟×d orthogonal matrix of eigenvectors 𝑀𝑀T 

Matrix D is a diagonal matrix of non-negative numbers with the sum of r following the rank 
of matrix M. Matrix U and V have the exact column values so they have the same r value, that's 
why they are called left and right singular vectors. The matrix can be reduced to the power value 
𝑘 which can make the value of matrix D adjust to the power 𝑘 and converted into the values of 

three factorization matrices namely n×𝑘, 𝑘×𝑘, dan 𝑘×d, with 𝑘<𝑟. SVD provides a low 𝑘 rating that 

retains the original 𝑀 value by reducing the singular 𝑘 value. It is called Dk matrix reduction 
because D is done by maintaining the Dk value. Matrix 𝑈 and 𝑉 are also reduced to produce 𝑈k 

and Matrix 𝑉k. Matrix 𝑈k is obtained by removing (𝑟−𝑘) column in matrix 𝑈 while matrix 𝑉k is 

obtained by removing (𝑟−𝑘) rows of matrix 𝑉. When the three matrices are reduced, you will get 
matrix Mk [7].  



Seminar Nasional Teknologi Informasi, Komunikasi dan Industri (SNTIKI) 15 ISSN (Printed) : 2579-7271 
Fakultas Sains dan Teknologi, UIN Sultan Syarif Kasim Riau  ISSN (Online ) : 2579-5406 
Pekanbaru, 24 Oktober 2023 

 

101 
  

 
Figure 3. Matrix Transformation on SVD 

In the SVD algorithm, each column will be mapped first as shown in Figure 3. Some of 
these columns consist of user identity (user id), product identity (item id), and feedback values 
(ratings) which are combined in one dataframe. An overview of the SVD algorithm in the parable, 
Matrix D can be said to be a bridge between two things, namely information about column U 
(users) and information about column V (products). From these results, SVD will look for user 
similarities in a group based on the number of entity values with a certain similarity value to fill in 
the feedback value that has not been given (rating value = 0) based on the predicted results.  

 
2.5. Testing Techniques 

To measure the accuracy of a system, an error value evaluation method is needed so 
that a model can run with optimal performance. Evaluate the error value using the Mean Absolute 
Error (MAE) and Root Mean Squared Error (RMSE) equations. Both are needed in calculating 
the average error value between the predicted results and the actual value. The smaller MAE and 
RMSE values, the better the system is made. However, if the MAE and RMSE are greater, then 
the system is not working optimally. Mean absolute error (MAE) is one of the accuracy metrics for 
continuous data. MAE shows the average absolute result of the difference in error values between 
the predicted results and the actual value. In the formula, MAE is stated as follows:  

 
Information: 
- y is the actual/actual result value 
- ŷ is the predicted/forecasting result value 
- i is the order of data in the database 
- n is the number of data 

Meanwhile, Root Mean Square Error (RMSE) itself is an alternative method of evaluating 
forecasting techniques in measuring the accuracy of the prediction results of a model. The RMSE 
value is the root of the average error difference value. The mathematical formula for RMSE is 
presented in the following equation: 

Information: 
- y is the observed/actual value 
- ŷ is the predicted/forecasting result value 
- i is the order of data in the database 

- n is the number of data 
 
3. Results and Analysis 

The results and analysis will show the stages by applying several predetermined 
methods. The data to be processed is then analyzed with several evaluation metrics to test how 
well the model performs. 
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3.1. Preprocessing 
Before entering the training stage, the data must go through the preprocessing stage first 

because this stage greatly influences the prediction results. This stage is very necessary because 
the data that has been collected needs to go through several processes before the data enters 
the training stage. All of these stages are carried out using tools to process data using the Python 
programming language, namely Google Colaboratory. Some of the python libraries used at this 
stage are Pandas, Matplotlib, Recommenders and Scikit-learn 
1. Data Cleaning 

Basically, the dataset still dirty so it won't be able to enter into the training. 

Unstructured data such as nan values and disorganized are cleaned by dropping certain rows. 

In addition, duplicate data must also be removed so as not to interfere with the training 

process later. Therefore, the data cleaning process is needed to ensure that the data can be 

processed 

2. Data Manipulation 

After going through the data cleaning stage, the data needs to be further modified to 

determine the labels needed later at the training stage. The label used is the number of 

transactions for the store and the number of product category transactions. The label will be 

manipulated as if it is a value of user interest in the feedback used. This stage begins with 

forming 2 dataframe that contain information about the value of each feedback. The first 

dataframe contains user transactions for each store, while the second dataframe contains 

user transactions for each item category. 

3. Data Scaling 

The next stage is data scaling, which is needed to normalize and generalize the 

feedback value because it has a very large maximum and minimum range. Data scaling stage 

also makes the feedback value appear to be the user's rating of interest in certain variables 

with a range of 1 to 5. This will later facilitate understanding in the process of evaluating the 

performance of the machine learning model that will be created. 

4. Data Splitting 

Before entering the training stage, the data needs to be divided first into training data 

and testing data with a training ratio of 80% and testing of 20%. This comparison is the most 

ideal division because apart following several previous studies, the result of performance also 

the most stable and optimal among other comparisons. This process is carried out twice 

considering that there are 2 dataframe with different feedback value information. Furthermore, 

the training data will be used in the training process while the testing data is used to evaluate 

the results of the performance of the model that has been made. 

 
3.2. Data Training 

Data that has gone through the preprocessing stage will be trained as a form of machine 
learning. With the scikit-surprise library, training is carried out using the Singular Value 
Decomposition (SVD) algorithm to find similarities between one user and another based on the 
feedback value given to the store and product category purchased. Because in the previous stage 
2 dataframes with different information were created, training was carried out for each dataframe. 
The training process uses training data that has been split in the previous stage. At Table 2, there 
are several parameters that used during data training process. 

Table 2. Data Training Parameters 
Parameter Value 

reader(rating_scale)  (1, 5) 

random_state 0 

n_factors 200 

n_epochs 30 
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Based on Table 2, the "reader" parameter is needed to limit the minimum and maximum 
values of the prediction results in the form of a scale. The number of entities or groups created in 
the training process, requires the value of 'n_factor' to be given at 200. The number of iteration 
values for the 'n_epoch' parameter that is carried out is 30. The results of the data training process 
will form a model which will later be used to predict the value of each feedback user. Basically, 
parameter determination in training must be carried out by trial and error by changing 
random_state and n_factor values repeatedly to get a combination of parameter values with the 
best and optimal model performance results. 
 
3.4. Evaluation 

The evaluation stage begins with predicting the feedback value on the testing data using 
the model that has been created. The model prediction process is also carried out on 2 
dataframes with different feedback value information. From the results of the predictions that have 
been made, how well the performance of the model will be evaluated. Because the feedback 
value is continuous (numeric), the evaluation process uses the MAE and RMSE metrics which 
calculate the average error value of the prediction results. Sedangkan jika nilai MAE dan RMSE 
yang tinggi justru merepresentasikan performa model yang kurang baik. The MAE and RMSE 
scores for the two prediction results are shown in the table below. 

Table 3. Evaluation Metrics Model Performance  
Metrics Store Predictions Category Prediction  Average 

RMSE 0.836 0.893 0.865 

MAE 0.491 0.525 0.508 

Based on Table 3, the model prediction results show a good score. These results also 
meet the desired target criteria, namely an RMSE value of less than 0.9 (Netflix Prize 
Competition). The RMSE value will always be greater than the MAE value. This is because the 
RMSE value uses the squared difference first before being rooted. So that the RMSE will increase 
very significantly if there is a very large difference between the predicted results and the testing 
data. 
 
3.4. Overall Predictions 

After going through the performance feasibility evaluation stage, the model will be used 
to predict the value of each user's feedback for all variables both for stores and product 
categories. Each user will be taken 5 prediction results with the highest feedback value. Overall 
prediction results will be displayed in the form of a dataframe based on the predicted feedback 
value of each. 

 
3.5. Product Recommendations 

After obtaining the overall prediction results for each user for both types of feedback, 
namely stores and product categories, the next step is to provide product recommendations to 
each user. Because there are 2 prediction results that contain feedback value information, they 
need to be combined into one dataframe shown in the image below. 
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Figure 4. Results of Top 5 Prediction Types of Feedback 

Based on Figure 4, it can be seen that each user has the top results of 5 store 
recommendations and 5 category recommendations. These results will be related like nodes that 
are connected to each other. If relationship between the store and the category meets the desired 
conditions, then product information related to the relationship between the two is obtained. 
However, if one user cannot fulfil the desired condition at all, then recommendations will be based 
on the products sold by that store at random. So that the final output of the system that has been 
created will produce 10 product recommendations for each user as shown in Figure 5. 

 
Figure 5. Product Recommendation Results in Detail 

 
4. Conclusion 

The recommendation system is a solution that is implemented to be able to use implicit 
feedback because it does not require a rating given by the user, by only using the number of 
transactions for each user for the store and product category. So that all data can be included in 
training so that the recommendation system is able to work optimally to provide the best results. 
Designing a recommendation system using implicit feedback was successfully carried out by 
establishing several rules and adding modifications to overcome the problem of limited data. The 
algorithm used in this training is Singular Value Decomposition (SVD). The model performance 
obtained meets the desired criteria (RMSE < 0.9) with an RMSE value of ± 0.865 and an MAE 
value of ± 0.508. 
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