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 This study applied the Naïve Bayes algorithm to predict student 

learning outcomes in the Basic Computer and Network Engineering 

subject at SMKN 1 Sipispis. A quantitative approach was employed, 

using data from 311 students, which consisted of both academic 

variables (assignments, midterm exams, and final exams) and non-

academic variables (attendance, attitude, and learning interest). The 

dataset was preprocessed by cleaning, encoding, and splitting into 

training and testing sets using several ratios (90/10, 80/20, 70/30, and 

60/40). The Naïve Bayes model was trained and evaluated using 

accuracy, precision, recall, and F1-score metrics. The best 

performance was achieved with the 80/20 data split, yielding an 

accuracy of 74.6%, demonstrating the model’s ability to capture 

probabilistic relationships between academic and non-academic 

factors. These findings indicate that the Naïve Bayes algorithm can 

effectively classify student performance levels such as Fair, Good, 

and Excellent, providing a reliable foundation for an automated 

decision support system. The developed web-based system can help 

teachers identify students at risk of declining performance early, 

enabling more adaptive and data-driven educational interventions. 
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1. INTRODUCTION 

Technological advancements in the education sector have opened opportunities for the integration of 

Artificial Intelligence (AI) and Machine Learning (ML) to enhance the quality of learning and assessment 

processes [1]. Among the various algorithms available, the Naïve Bayes classifier is widely utilized due to its 

computational efficiency, ease of implementation, and competitive accuracy compared to other models. This 

algorithm operates on probabilistic principles under the assumption of independence among predictor 

variables, making it highly suitable for predicting student learning outcomes based on diverse indicators [2]. 

SMKN 1 Sipispis is the only vocational high school in Sipispis District, Serdang Bedagai Regency, 

and plays an important role in preparing competent human resources in the field of Computer and Network 

Engineering (TKJ). However, the school faces challenges in accurately predicting student learning outcomes. 

The inability to identify students’ academic performance at an early stage often leads to delays in providing 

guidance and interventions for those experiencing academic decline [3]. Moreover, the current manual 

evaluation process makes teachers’ assessments less efficient and potentially subjective. Based on these 

challenges, this study aims to develop a web-based system for predicting student learning outcomes using the 

Naïve Bayes algorithm [4]. The proposed system integrates academic variables (assignment scores, midterm 

exams, and final exams) and non-academic variables (attendance, attitude, and learning interest) to produce a 

more comprehensive and objective prediction model. Through the implementation of the Naïve Bayes 
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algorithm, this research is expected to help teachers identify at-risk students early, enhance the effectiveness 

of learning evaluations, and provide a more accurate basis for decision-making to improve student learning 

outcomes in the Basic Computer and Network Engineering subject at SMKN 1 Sipispis [5]. 

The application of the Naïve Bayes algorithm in the field of education has been proven effective in 

various prior studies; however, most of these works still exhibit several limitations that form clear research 

gaps. For instance, Hudzaifah et al. (2024) achieved an accuracy of 91.70% in predicting MTCNA 

certification outcomes, but their study focused solely on technical certification contexts, not on predicting 

students’ academic performance [6]. Oktavia and Anggreini (2024) reported an accuracy of 97.24% in 

identifying PIP scholarship recipients based on socio-economic variables, yet their model did not address 

academic performance prediction [7]. Similarly, Zega et al. (2024) applied Naïve Bayes to assess 

programming proficiency among Informatics students using questionnaire data, which was effective but 

limited in scope and excluded academic or behavioral learning factors [8]. Ranny A.C. Walangare (2022) 

combined academic and non-academic factors, but did not perform a comparative analysis with alternative 

algorithms to evaluate Naïve Bayes’ relative performance [9]. In addition, Ricky Gunawan et al. (2019) 

classified academic data using Naïve Bayes, yet did not integrate the model into an automated system that 

teachers could utilize directly [10].  

From these findings, three major research gaps can be identified. First, most previous studies relied 

solely on academic or administrative data, without incorporating non-academic variables such as attendance, 

attitude, and learning interest, despite these factors significantly influencing students’ academic outcomes. 

Second, prior works have not implemented predictive models in a web-based system, limiting their practical 

usability for teachers in real-time decision-making. Third, there is a lack of comparative algorithmic analysis, 

leaving insufficient empirical evidence regarding the relative strengths of Naïve Bayes in predicting student 

performance, particularly in vocational school contexts [11].  

To address these gaps, this study introduces three key novelties. First, it integrates both academic 

and non-academic variables to construct a more holistic and representative prediction model for vocational 

school students. Second, it develops a web-based automatic prediction system capable of performing real-

time classification, allowing teachers to easily access and utilize the results without manual computation. 

Third, it includes a comparative analysis with alternative algorithms, providing empirical validation of the 

reliability and efficiency of Naïve Bayes compared to other predictive models [12].  

Thus, this research not only extends the application of the Naïve Bayes algorithm in educational 

prediction but also highlights its novelty through multidimensional data integration, web-based system 

implementation, and comparative model evaluation [13]. These innovations are expected to assist teachers in 

early identification of at-risk students, enable timely academic interventions, and enhance the effectiveness of 

learning evaluation and decision-making in vocational education, particularly in the Basic Competence of 

Computer and Network Engineering (TKJ) subject at SMKN 1 Sipispis. 

 

2. RESEARCH METHOD 

This research employs a quantitative approach, utilizing an experimental method to analyze and 

predict student learning outcomes in the Computer and Network Engineering (TKJ) program by applying the 

Naïve Bayes algorithm. The research stages consist of data collection, preprocessing, data splitting, model 

training, testing, evaluation, and prediction result generation. The workflow of this process follows the 

flowchart shown earlier [14]. The research methodology is illustrated in Figure 1. 

The research process begins with the data collection stage, which involves obtaining archived 

student grade records from the Computer and Network Engineering program. The dataset consists of 

academic variables such as assignment scores, midterm exam (UTS), and final exam (UAS), as well as non-

academic variables, including attendance, attitude, and learning interest [15]. The target variable to be 

predicted is the student learning outcome, categorized into six classes: Low, Poor, Fair, Average, Good, and 

Excellent.  

The next stage is data preprocessing, which aims to prepare the dataset for analysis using the Naïve 

Bayes algorithm [16]. Several preprocessing activities are conducted, including data cleaning to remove 

irrelevant attributes such as student names or IDs, and data standardization to ensure consistent formatting 

across all attributes. Non-numeric categorical variables are converted into numeric form using Label 

Encoding; for example, learning outcome categories are encoded as follows: Low = 0, Poor = 1, Fair = 2, 

Average = 3, Good = 4, and Excellent = 5. In addition, missing value handling is performed by either 

removing or replacing incomplete records to avoid bias and preserve model accuracy.  
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Figure 1. Stages of the Naïve Bayes Algorithm 

 

After the preprocessing stage, the dataset was divided into several subsets with ratios of 90/10, 

80/20, 70/30, and 60/40 using the hold-out method. This division was performed randomly while maintaining 

the balance of the six learning outcome categories to ensure that both subsets were representative and 

unbiased [17]. Mathematically, the data split can be expressed as equation 1. 

 

𝐷 = 𝐷𝑡𝑟𝑎𝑖𝑛 ∪ 𝐷𝑡𝑒𝑠𝑡 , 𝐷𝑡𝑟𝑎𝑖𝑛 ∩ 𝐷𝑡𝑒𝑠𝑡 = Ø           (1) 

 

which indicates that the training and testing data are mutually exclusive and non-overlapping.  

 The model training phase utilizes the Naïve Bayes algorithm, which is based on Bayes’ Theorem 

[18]. The theorem can be expressed as equation  2. 

 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻).𝑃(𝐻)

𝑃(𝑋)
            (2) 

 

In this equation, 𝐻 represents the hypothesis or class label (the category of student learning outcomes: Low, 

Poor, Fair, Average, Good, Excellent), and 𝑋 denotes the observed attributes such as assignments, midterms, 

final exams, attendance, attitude, and learning interest [19]. Here, 𝑃(𝐻∣𝑋) refers to the probability of a 

hypothesis 𝐻 given data 𝑋, 𝑃(𝑋∣𝐻) is the likelihood of observing data 𝑋 under class 𝐻, 𝑃(𝐻) is the prior 

probability of class 𝐻, and 𝑃(𝑋) represents the total probability of the data. The model predicts the class with 

the highest posterior probability using Equation 3. 

 

𝐻∗ = arg
max

𝐻
𝑃(𝐻) ∏ 𝑃(𝑋𝑖|𝐻)𝑛

𝑖=1             (3) 

 

 Once the model has been trained, the model testing phase is conducted to assess its ability to make 

accurate predictions on unseen data. The testing dataset is fed into the trained model, and the predicted 

results are compared against the actual class labels to evaluate predictive accuracy [20]. Following testing, 

the model evaluation stage is conducted to comprehensively assess the model’s performance. The accuracy is 

calculated using Equation 4. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑇𝑒𝑠𝑡 𝐷𝑎𝑡𝑎
× 100%                         (4) 

 

In addition to accuracy, precision, recall, and F1-score are also computed to provide deeper insight into 

model performance. These metrics are defined as equation 5 [22]: 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, 𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃+𝐹𝑁
, 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
           (5) 

 

where 𝑇𝑃(True Positive) represents correctly predicted positive cases, 𝐹𝑃(False Positive) denotes incorrectly 

predicted positive cases, and 𝐹𝑁(False Negative) refers to positive cases that were incorrectly classified as 

negative [21].  

 The final stage of this research is the generation of prediction results, in which the system produces 

predictive outputs based on both academic and non-academic variables. For example, if the input data are 

Assignment = 85, Midterm = 88, Final Exam = 90, Attendance = High, Attitude = Good, and Learning 

Interest = High, then the output prediction would be Learning Outcome = Good. These prediction results are 

displayed through a web-based system, enabling teachers to easily identify students at risk of academic 

decline and provide early interventions to improve learning outcomes. 

 The methodological framework of this study was developed by referring to and expanding upon 

previous research that employed the Naïve Bayes algorithm in the field of education. Several prior studies 

have demonstrated the algorithm’s effectiveness in performing classification and prediction tasks using 

educational data. Hudzaifah et al. (2024) conducted research on the application of Naïve Bayes to predict 

technical certification outcomes. The findings revealed that Naïve Bayes achieved high accuracy with 

efficient computational performance, as the algorithm operates based on simple yet effective probabilistic 

principles. Meanwhile, Oktavia and Anggreini (2024) utilized the Naïve Bayes algorithm to classify 

education aid recipients based on socioeconomic factors. Their study emphasized that Naïve Bayes performs 

well in processing categorical data, such as parental income and education level, without requiring complex 

training processes. Furthermore, Zega et al. (2024) applied the Naïve Bayes algorithm in academic 

assessment to predict student achievement levels based on assignment and exam scores. Their results 

indicated that the model could assist teachers in identifying students who might experience a decline in 

academic performance. Similarly, Walangare (2022) employed the Naïve Bayes algorithm to classify student 

performance by considering variables such as attendance, exam scores, and classroom participation. Both 

studies reinforced the reliability of Naïve Bayes in processing academic data to produce accurate and 

interpretable predictions.  

Based on these prior studies, it can be concluded that the Naïve Bayes algorithm has proven 

effective in various educational contexts involving student performance prediction and academic 

classification. Therefore, this research continues that line of study by applying the Naïve Bayes algorithm to 

predict student learning outcomes in the basic subjects of the Computer and Network Engineering (TKJ) 

program, integrating both academic variables (such as assignment, midterm, and final exam scores) and non-

academic factors (such as attendance, attitude, and learning interest). 

 

3. RESULTS AND ANALYSIS 

3.1.  Data Collection 

The data used in this study consists of 311 student records from SMK Negeri 1 Sipispis. This dataset 

contains both academic and non-academic information of the students. The collected variables include 

assignment scores, midterm scores, final exam scores, attendance, attitude, and learning interest. The student 

learning outcome variable is used as the prediction target in this study. The details are presented in Table 1. 

 

Table 1. Dataset 

No Student Name Assignment Midterm Final Exam Attendance Attitude 
Learning 

Interest 

Learning 

Outcome 

1 Aditya Pratama Damanik 83 85 85 Average Fair Average Fair 

2 Afgan zailani 84 85 86 Average Fair Average Fair 
3 Alvin damanik 86 86 89 Average Fair Average Fair 

4 Ananda silfia saragih 88 89 90 High Good High Good 

… … … … … … … … … 
311 Nilam Lestari Aquino 98 88 82 High Fair Average Fair 

 

Based on the correlation analysis shown in Figure 2 (Correlation Matrix), the relationships among 

the variables indicate moderate positive correlations, ranging from 0.29 to 0.64. This suggests that all 

attributes contribute positively to student learning outcomes, although the strength of their influence varies. 

The attitude variable shows the strongest correlation with learning outcomes (r = 0.64), followed by 

attendance (r = 0.48) and learning interest (r = 0.48). In contrast, the assignment variable has the weakest 

correlation value (r = 0.30), indicating that student attitudes and engagement-related factors play a more 

significant role compared to purely academic aspects. 
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Figure 2. Correlation Matrix 

 

Table 2. Correlation Values Between Variables and Learning Outcomes 

Attribute Correlation with Learning Outcome 

Learning Outcomes 1.000000 
Attitude 0.642268 

Attendance 0.476948 

Learning Interest 0.475833 
Midterm 0.376925 

Final Exam 0.324321 

Assigment 0.298065 

 

The summary of correlations with the target variable is presented in Table 2, confirming that non-

academic factors, particularly attitude and attendance, have a greater impact on learning outcomes. 

Therefore, integrating both academic and non-academic variables in predictive modeling provides a more 

comprehensive understanding of student performance. 

 

3.2.  Preprocessing Data 

 The data preprocessing stage was carried out to clean and prepare the dataset before model training 

[23]. The first step was to standardize column names to lowercase and remove extra spaces, followed by 

deleting irrelevant columns such as No and Student Name. Numerical columns (assignments, midterm, final 

exam) were converted into numeric data types, while categorical columns (attendance, attitude, learning 

interest, learning outcome) were cleaned from inconsistent spellings and standardized using an ordinal 

mapping with the following order: low (0), poor (1), fair (2), average (3), good (4), and high (5). Rows 

containing missing values were removed to avoid interference during training. Since the Naïve Bayes 

algorithm is probability-based, normalization was not required as the data values were already within a 

consistent range. The details are presented in Table 3. 

 

Table 3. Data Normalization Results 

Assignment  Midterm  Final Exam  Attendance Attitude Learning Interest Learning Outcome 

83 85 85 3 2 3 2 

84 85 86 3 2 3 2 
86 86 89 3 2 3 2 

88 89 90 5 4 5 4 

… … … … … … … 
98 88 82 5 2 3 2 

 

3.3. Split Data 

In this study, the dataset was divided into several proportions to evaluate the model’s consistency 

and to minimize the potential for overfitting. Four different data split ratios were used, namely 90/10, 80/20, 

70/30, and 60/40, applying the hold-out method. This technique was chosen to allow the model to learn 

effectively from the training data while maintaining sufficient unseen data for testing and validation. The 
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splitting process was carried out randomly while maintaining the balance of the six learning outcome 

categories Low, Poor, Fair, Average, Good, and High, in both training and testing datasets. The total dataset 

used in this study consists of 311 student records from SMK Negeri 1 Sipispis. The details of the number of 

records used for training and testing in each split ratio are presented in Table 4. 

 

Table 4. Split Data Training and Testing 

Split Ratio Training Data Testing Data Total Data 

90/10 280 31 311 

80/20 249 62 311 
70/30 218 93 311 

60/40 187 124 311 

 

From Table 3, it can be seen that all split configurations maintain a consistent total of 311 records, 

differing only in the proportion allocated for training and testing. These variations were used to analyze how 

different data partitions affect the model’s learning stability and predictive performance, which are further 

discussed in the evaluation section. 

 

3.4.  Model Training 

The model was trained using Gaussian Naïve Bayes on 80% of the dataset (training set) [24]. All 

categorical features, such as attendance, attitude, and learning interest, were converted into ordinal scales 

according to their respective levels, while numerical features (assignments, midterm exam, and final exam) 

ranged between 0–100 and were therefore not normalized. The training process was conducted using the 

model.fit(X_train, y_train) command on the training data to build a probabilistic model that links the features 

to the learning outcome classes (Low, Poor, Fair, Average, Good, Excellent). The trained model was then 

saved for use in the evaluation stage. 

 

 

Figure 3. Model Naive Bayes 

 

3.5.  Evaluation Model 

The model evaluation stage aims to assess how well the Naïve Bayes algorithm predicts student 

learning outcomes based on the prepared test data. In this stage, evaluation metrics such as the confusion 

matrix, accuracy, precision, recall, and F1-score are used to measure the model’s prediction performance 

against the actual data. The following figure presents the average confusion matrix across the tested data split 

scenarios: [25]. 

 

 

Figure 4. Confusion Matrix 

 

Based on the confusion matrix above, the Naïve Bayes model demonstrates strong classification 

performance in predicting student learning outcomes. The high proportion of correct predictions (True 

Positives and True Negatives) and the relatively small number of incorrect predictions (False Positives and 

False Negatives) indicate that the model consistently recognizes patterns across different data split 

proportions. The comparison of evaluation metrics for each data split scenario is summarized in the following 

table 5. 
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Table 5. Confusion Matrix Result 

Data Split Train Accuracy Accuracy Precision Recall F1-Score 

90/10 0.7168 0.6875 0.7155 0.6875 0.6875 

80/20 0.7258 0.7460 0.7729 0.7460 0.7460 
70/30 0.7327 0.7447 0.7518 0.7446 0.7446 

60/40 0.7688 0.6960 0.7372 0.6969 0.6960 

 

The following figure illustrates the comparison of training and testing accuracy across all data split 

scenarios, as shown in Figure 5. 

 

 

Figure 5. Comparison of Training and Test Data Accuracy 

 

As shown in the chart, the difference between training and testing accuracy values remains relatively 

small across all split configurations. The highest accuracy was achieved with the 80/20 split (0.746), while 

the lowest was observed with the 90/10 split (0.687). This result suggests that the proportion of training and 

testing data influences the model’s performance stability.  

Overall, the evaluation results demonstrate that the Naïve Bayes model performs effectively and 

consistently in classifying student learning outcomes. This indicates that the model can serve as a reliable 

foundation for developing a decision support system to automatically monitor and evaluate students’ 

academic performance. 

 

3.6.  Prediction Result 

The final stage of this study presents the prediction outcomes of the Naïve Bayes model based on 

the variable assignments, midterm exams (UTS), final exams (UAS), attendance, attitude, and learning 

interest. As shown in the table above, the model produced prediction results consistent with the actual data. 

For instance, data with academic scores (assignments, UTS, UAS) in the range of 83–86 and relatively low to 

moderate non-academic scores (attendance, attitude, learning interest) were predicted as “Cukup” (Fair). 

Meanwhile, data with higher academic scores (assignments 88–90, UTS 89–92, UAS 90–92) and good non-

academic performance were classified as “Baik” (Good). The Prediction Result can be seen in Table 6. 

 

Table 6. Prediction Result 

No Student Name Assignment Midterm 
Final 
Exam 

Attendance Attitude 
Learning 
Interest 

Learning 
Outcome 

Prediction 
Encoded 

Prediction 
Label 

1 

Aditya 

Pratama 
Damanik 

83 85 85 3 2 3 2 2 Fair 

2 Afgan Zailani 84 85 86 3 2 3 2 2 Fair 

3 
Alvin 

Damanik 
86 86 89 3 2 3 2 2 Fair 

4 
Ananda Silfia 

Saragih 
88 89 90 5 4 5 4 4 Good 

5 

Andika 

Pratama 

Saragih 

90 92 92 5 4 5 4 4 Good 

… … … … … … … … … … … 
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These results demonstrate that the Naïve Bayes model successfully captures the relationship patterns 

between academic and non-academic factors in predicting student learning outcomes. Therefore, this model 

can be effectively applied as a decision-support tool in schools to help teachers identify students at risk of 

performance decline and provide early learning interventions. 

 

3.7.  Implementation System 

This page functions to display and manage student training data while executing the entire 

prediction model process. Student data, including academic and non-academic information, is first entered 

and stored in the database, then processed through several preprocessing stages such as standardization, 

conversion of categorical attributes into numerical form, and data splitting into training and testing sets with 

specific ratios. The Naïve Bayes model is then trained using the training data to form probabilistic patterns, 

while the testing data is used to evaluate model performance using metrics such as accuracy, precision, recall, 

F1-score, and the confusion matrix. The Student Training Data Page and the system implementation are 

shown in Figure 6. 

 

 
 

Figure 6. Student Training Data Page 

 

The evaluation results are presented in tables and charts to facilitate model performance analysis. 

Once validated, the system can perform real-time predictions of new student learning outcomes, store the 

results in a log, and update the training data for future periods. Thus, this page not only manages student data 

but also integrates the entire machine learning workflow from data input to evaluation and prediction as part 

of a Naïve Bayes-based academic decision support system. 

 

3.8.  Discussion 

Based on the testing outcomes using various data split ratios (90/10, 80/20, 70/30, and 60/40), it was 

observed that the 80:20 split achieved the best performance, with an accuracy of 0.746, followed by the 70:30 

ratio with 0.744 accuracy. This indicates that using 80% of the data for training and 20% for testing provides 

the optimal balance between the model’s learning ability and its generalization to new data. These findings 

align with machine learning theory, which states that using too little training data can lead to underfitting, 

where the model fails to capture key patterns, while using too much training data may cause overfitting, 

reducing generalization. Therefore, the 80:20 ratio proved to be the most effective configuration for the 

student learning outcome dataset used in this study. 

When compared to previous studies that also applied the Naïve Bayes algorithm in the education 

domain, the results show a similar trend, where the best performance was typically achieved with training 

data ratios between 70% and 80%. This reinforces that Naïve Bayes is suitable for predicting learning 

outcome categories, particularly when the dataset includes both academic attributes (assignments, midterm, 

and final exams) and non-academic factors (attendance, attitude, and learning interest). In terms of 

implications, this study highlights the significance of non-academic factors such as student attitude and 

learning interest, which show a strong correlation with learning outcomes. The developed system can serve 

as a decision support tool for teachers or academic advisors to monitor and evaluate student performance 

more comprehensively. 

However, this study has several limitations, including a relatively small dataset size and the use of 

only one machine learning algorithm (Naïve Bayes). Future research should consider expanding the dataset, 
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implementing cross-validation techniques, and comparing performance with other algorithms, such as 

Decision Tree or Random Forest, to achieve a more comprehensive analysis. 

 

4. CONCLUSION 

This study concludes that the Naïve Bayes algorithm can effectively predict student learning 

outcomes in the Basic Computer and Network Engineering subject at SMKN 1 Sipispis by integrating both 

academic and non-academic variables. The model achieved the highest accuracy of 74.6% with an 80/20 data 

split, demonstrating stable and consistent classification performance across different data proportions. The 

results indicate that non-academic factors such as attendance, attitude, and learning interest significantly 

influence student achievement alongside academic variables. The novelty of this research lies in three 

aspects: (1) the integration of academic and non-academic variables to provide a more comprehensive 

prediction model, (2) the implementation of a web-based automated prediction system that enables real-time 

classification and teacher accessibility, and (3) the empirical evaluation of the Naïve Bayes algorithm’s 

effectiveness across multiple data split scenarios. For future work, it is recommended to expand the dataset 

size, incorporate additional influencing factors such as socio-economic conditions and learning environment, 

and compare performance with other algorithms such as Decision Tree or Random Forest. Moreover, 

integrating the Naïve Bayes-based system into school information management platforms would enable 

continuous and real-time monitoring of student progress, supporting data-driven interventions and improving 

learning outcomes in vocational education. 
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