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 Academic stress was recognized as a major challenge for university 

students because it negatively affected learning outcomes, mental 

health, and overall well-being. The purpose of this research was to 

develop and validate a predictive model of student academic stress 

levels and to evaluate whether optimization techniques improved the 

performance of a baseline classifier. Data were collected from 413 

active students of Universitas Sapta Mandiri from the 2022 and 2023 

cohorts using the Perception of Academic Stress (PAS) scale, which 

consisted of 18 indicators, together with demographic, academic, and 

psychosocial attributes. The Decision Tree (DT) algorithm was 

selected for its interpretability and transparency in multi-class 

classification. To improve generalization, its parameters were 

optimized using Particle Swarm Optimization (PSO) with 10 

particles and 20 iterations. The baseline model achieved an accuracy 

of 93 percent, with the highest recall observed in the low-stress 

group. After optimization, the accuracy increased to 95 percent, and 

the recall for the high-stress group reached 0.96, indicating greater 

sensitivity to students at risk. These results confirmed that the 

research objectives were achieved, as the integration of DT with PSO 

enhanced both accuracy and class balance. The proposed model was 

consistent with the intended purpose of supporting early detection 

and timely academic and psychological interventions in higher 

education institutions. 
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1. INTRODUCTION 

Academic stress has become an increasingly prevalent phenomenon among university students, 

particularly in higher education environments that demand rapid adaptation to academic workloads, social 

pressures, and complex time management [1], [2]. Such conditions may trigger mental health issues, 

including anxiety, depression, and even burnout [1], [2], [18]. Data from the American College Health 

Association indicate that 45% of students worldwide experience high levels of stress. In Indonesia, a survey 

conducted by the Indonesian Clinical Psychologists Association reported that more than 50% of students 

exhibit stress symptoms during their academic journey [19]. Moreover, an internal survey conducted at 

Universitas Sapta Mandiri in 2025 revealed that most students experienced moderate to high levels of stress, 

particularly during examinations and assignment deadlines. 
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Although various efforts had been made to identify stress levels, most approaches remained manual 

and subjective, such as observation, interviews, and direct surveys [1], [3]. These methods had limitations in 

terms of efficiency, accuracy, and their ability to support early detection [20]. The urgency of this research 

lay in the fact that academic stress had become a widespread phenomenon, with surveys showing that more 

than half of students in Indonesia experienced moderate to high stress levels, often leading to decreased 

academic performance and psychological problems. Early identification using reliable computational tools 

was therefore essential, not only to prevent the escalation of stress into severe conditions but also to enable 

universities to design timely interventions in counseling, workload adjustment, and support services. 

In addressing this problem, machine learning offered a promising solution because of its capacity to 

analyze diverse variables simultaneously and generate reproducible results. Among various algorithms, the 

Decision Tree (DT) was chosen because it produced interpretable rules that could be directly understood by 

academic staff and policy makers, making it highly suitable for educational settings [3], [4]. Previous studies 

demonstrated the effectiveness of DT in classifying academic outcomes and student stress [3], [4]. However, 

DT models were often vulnerable to overfitting, which reduced their generalization to new data [4]. To 

overcome this issue, optimization methods such as Particle Swarm Optimization (PSO) have been 

successfully applied in related domains to improve accuracy and parameter tuning [5], [8]. For example, 

Hendra et al. [4] showed that PSO improved DT performance in predicting graduation, while Elham and 

Mehrabi [8] applied DT–PSO to mental health diagnosis with promising results. Building on these findings, 

this study combined DT with PSO to ensure higher accuracy and balanced detection across stress categories, 

particularly the high-stress group that required urgent attention. 

Several previous studies have demonstrated the effectiveness of DT in predicting student stress [3], 

[4], but few have integrated optimization techniques such as PSO to enhance model performance [4], [5]. 

Pankajavalli and Karthick, for example, showed that PSO improved the accuracy of Support Vector Machine 

models in stress detection based on physiological signals [5]. Nevertheless, its application to stress prediction 

using questionnaire-based academic, social, and psychological features remains relatively underexplored [5]. 

This research aims to fill this gap while strengthening the scientific contribution to the development of data 

mining–based early stress detection systems [3], [4], [5]. 

While existing studies have applied various machine learning algorithms, such as Support Vector 

Machine, Naïve Bayes, K-Nearest Neighbor, and ensemble methods for stress prediction [9],[10], [11], [12], 

most of them focused on binary classification or relied on physiological signals rather than academic and 

psychosocial survey data. Moreover, only a few studies explicitly integrated DT with metaheuristic 

optimization techniques. For instance, Hendra et al. [4] demonstrated that PSO improved DT performance in 

predicting academic outcomes, and Elham and Mehrabi [8] reported promising results for mental health 

prediction using a DT–PSO approach. However, little attention has been given to the application of DT–PSO 

for predicting academic stress based on the Perception of Academic Stress (PAS) questionnaire in a multi-

class setting. The novelty of this research lies in combining an interpretable algorithm, namely DT, with 

PSO-based parameter tuning to enhance both accuracy and recall across stress categories, particularly the 

high-stress group. In addition, the deployment of the optimized model in a web-based prototype represents a 

practical contribution, bridging the gap between theoretical modeling and real-world application in higher 

education environments. 

The objective of this study is to develop a predictive model of student academic stress levels by 

applying a DT algorithm enhanced through PSO [4], [5]. The model is expected to improve classification 

accuracy and balance across stress categories, particularly in detecting students at high risk of stress more 

effectively and at an earlier stage [4], [5]. 

 

2. LITERATURE REVIEW 

2.1. Data Mining and Prediction 

 Data mining is an important process in extracting hidden knowledge from large datasets through 

various analytical techniques. In the context of classification, algorithms such as Decision Tree (DTs) and 

naive Bayes are often used to build predictive models based on both survey and sensor data. One systematic 

approach in data mining projects is the Cross-Industry Standard Process for Data Mining (CRISP-DM) 

framework, which includes six phases: business understanding, data understanding, data preparation, 

modeling, evaluation, and deployment [13]. 

 In the context of higher education, data mining plays a significant role in evaluating academic 

performance, detecting dropout risks, and predicting students’ academic stress levels using attributes such as 

Grade Point Average (GPA), sleep quality, and workload [1], [2], [3]. To enhance predictive accuracy, the 

integration of optimization techniques such as PSO has been increasingly explored [4], [5], [8]. 
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2.2. Decision Tree (DT) and Particle Swarm Optimization (PSO) 

The DT algorithm is one of the machine learning methods used to construct predictive models based 

on decisions represented in a tree-like structure [6]. This algorithm works by recursively partitioning a 

dataset into several subgroups according to the most significant attributes until a final decision is reached. 

Each branch of the DT represents a specific rule or condition, while each terminal node or leaf corresponds to 

a final outcome or decision. DTs are frequently applied in classification and regression tasks due to their 

ability to separate data effectively through a series of simple yet powerful rules [7] 

A DT is composed of two main types of nodes, namely decision nodes and leaf nodes. A decision 

node represents a feature from the dataset and is used to make a decision, while a leaf node represents the 

final output of that decision and does not contain any further branches. The basic structure of a DT is 

illustrated in Figure 1. 

 

 

Figure 1. Flowchart Decision Tree 

 
 Figure 1 depicts the fundamental structure of a DT, which includes core components such as the 

root node, decision nodes, and leaf nodes. The root node represents the complete dataset and determines the 

most suitable attribute for data partitioning using criteria like information gain or the Gini index. 

 A DT is a rule-based classification algorithm that partitions data using metrics such as information 

gain or the Gini index [5]. Although DTs are effective for classification tasks, they are vulnerable to 

overfitting. Therefore, optimization techniques like PSO are applied to tune parameters such as maximum 

depth and minimum samples split to enhance model performance [8]. 

 PSO is a population-based optimization method that simulates the collective behavior of swarms, 

where each particle represents a candidate solution and is updated according to its own experience (pbest) as 

well as the group’s best experience (gbest). The combination of DT and PSO has been proven to enhance 

accuracy in various classification tasks [21], including graduation prediction [4] and mental health diagnosis 

[8]. 

The PSO procedure in Figure 2 can be outlined in the following steps: 

1. Start: The PSO process begins. 

2. Initialize algorithm constants: The algorithm begins by setting its constants, which include 

parameters such as inertia weight (w), acceleration coefficients (c1 and c2), and, if required, velocity 

or position constraints. 

3. Set t = 1: The initial iteration t is set to 1. 

4. Initialize particles with random positions and velocities: several particles are generated within the 

search space, each assigned random positions and velocities, with every particle representing a 

potential solution. 

5. Evaluate the fitness function for each particle: the fitness of each particle is determined using the 

objective function that needs to be optimized. Fitness indicates the quality of the solution 

represented by the particle’s position. 

6. Is the current fitness better than the previous pbest? The particle’s current fitness is compared to its 

previous personal best (pbest) to determine if it represents an improvement. 

a. If Yes, the previous pbest is replaced with the current fitness value. 

b. If No, the previous pbest value is retained. 
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7. Set the best pbest as gbest: The best personal best (pbest) among all particles is selected as the 

global best (gbest), which serves as a guide for the swarm in finding the optimal solution. 

8. Update particle velocity: 

The velocity of each particle is revised according to the following equation.: 

 

vi(t + 1) = w · vi(t) + c1 · r1 · (pbest - xi(t))  + c2 · r2 · (gbest - xi(t))      (1) 

 

9. Update particle position:  

Each particle’s position is then updated according to the following equation: 

 

xi(t + 1) = xi(t) + vi(t + 1)      (2) 

 

10. Are the stopping criteria satisfied or has the maximum iteration limit been achieved ?: Checking 

whether the stopping criteria have been met or the maximum number of iterations has been reached. 

a. If Yes, the algorithm terminates, and the output gbest represents the best solution obtained. 

b. If No, the iteration counter is incremented (t = t + 1), and the algorithm returns to the fitness 

evaluation step for the next iteration. 

 

11. End: The algorithm terminates once the stopping condition 

Overall, the diagram illustrates an iterative process in which particles move within the search space, 

interacting through pbest and gbest to converge toward the optimal solution. 

 

 

Figure 2. Flowchart PSO 
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3. RESEARCH METHOD  

This research applies the CRISP-DM [13], which is structured into six key phases: business 

understanding, data understanding, data preparation, modeling, evaluation, and deployment. The selection of 

this method is based on its ability to provide a systematic, flexible, and adaptable workflow for the 

development of data-driven classification models. 

 

3.1. Business Understanding 

The main problem in this study is the high level of stress arising among students as a result of 

academic, social, and psychological demands. A predictive model was developed to classify student stress 

levels based on demographic, academic, and psychosocial data. The DT algorithm was selected because it is 

transparent, easy to interpret, and effective for multi-class classification [8]. To further improve model 

performance, parameter optimization was conducted using PSO [5], a metaheuristic algorithm that simulates 

swarm behavior to search for optimal solutions [5], [8]. 

Data were collected from 413 active students of Universitas Sapta Mandiri from the 2022 and 2023 

cohorts using a purposive sampling method [14]. The target variable was defined based on the total score of 

18 items from the PAS scale [15], which was subsequently categorized into three levels: low stress (<48), 

moderate stress (48–60), and high stress (>60). 

 

3.2. Data Understanding 
The collected data consisted of three groups of variables: (1) demographic (gender, residence, study 

program, semester), (2) academic (GPA and Semester Performance Index/SPI), and (3) psychosocial (sleep 

quality, frequency of social interaction, and weekly independent study hours). The selection of these 

variables was based on previous studies that demonstrated their significant influence on students’ stress 

conditions [1], [2], [3]. 

The data distribution, variable correlations, and possible outliers were examined through descriptive 

statistics and visual tools such as heatmaps and bar charts. The initial structure of the dataset used is 

presented in Figure 3. 

 

 

Figure 3. Structure of The Student Dataset 

 

3.3. Data Preparation 

The data preparation steps included removing duplicate records, handling missing values, and 

transforming categorical features using label encoding. The total PAS score was calculated by summing the 

values of 18 items [15]. The target labels were classified into three stress categories and encoded as 

numerical variables. The dataset was divided into training and testing subsets in an 80:20 ratio, employing 

stratified sampling to preserve the balance of target class distribution. The entire data preparation process is 

illustrated in Figure. 4. 

 

3.4. Modelling 

Modeling began by constructing a baseline model using the DT Classifier algorithm [8]. 

Subsequently, hyperparameters such as max_depth, min_samples_split, and criterion were optimized using 

PSO [5], [8], [22] . PSO functions by generating a set of particles in the search space and iteratively updating 

their positions according to individual and collective experiences to determine the optimal parameter 

configuration. 

The fitness value in the optimization process was calculated using the average macro F1-score from 5-fold 

cross-validation . The flowchart of the modeling process is presented in Figure 5. 
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Figure 4. Data Preprocessing and Modeling Steps 

 

 

Figure 5. Modeling and Evaluation Flowchart 

 

3.5. Evaluation 

The model was assessed using classification metrics, including accuracy, precision, recall, and F1-

score. Additionally, a confusion matrix was used to evaluate the distribution of classifications across target 

classes. An analysis of feature importance was performed to determine which variables had the greatest 

influence on the model’s predictions [8]. A performance comparison was conducted between the baseline 

model and the PSO-optimized model to demonstrate the effectiveness of the parameter tuning process. 

 

3.6. Implementation 

The optimized model was deployed in a web-based interface built with the Streamlit framework 

[16], [17]. The system provides three main functions: data description, model testing, and manual prediction 

based on user input. The visualizations include classification results, the confusion matrix, the DT, and 

feature contribution graphs. 

 

4. RESULTS AND ANALYSIS 

This study produced two main models, namely the baseline DT and the DT optimized using PSO 

[8], [5]. All experiments were conducted using a dataset collected from a survey of 413 students from 
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Universitas Sapta Mandiri, comprising the 2022 and 2023 cohorts. The dataset consisted of 18 indicators 

from the PAS scale [15], combined with demographic, academic, and psychosocial variables. 

 

4.1. General Overview 

The research process began with data preprocessing to ensure the quality of the dataset. Missing 

values were cleaned, and categorical variables were encoded into numerical form. Subsequently, a labeling 

stage was carried out to define the target variable of the study, namely the students’ stress levels. The 

labeling was based on the total score of the PAS scale [15], obtained by summing the values of 18 items. 

Following the categorization proposed by Bedewy and Gabriel (2015) [15], stress levels were classified into 

three groups: low stress (<48), indicating minimal academic strain with limited disruption to daily 

functioning; moderate stress (48–60), reflecting recurring strain that affects time management, study 

efficiency, and psychological balance; and high stress (>60), representing pervasive symptoms such as 

persistent worry, sleep disturbance, and academic overload, which often require professional counseling or 

workload adjustment. The initial distribution of the data showed that the three categories were relatively 

balanced, with each group representing approximately one-third of the respondents. Figure 6 presents this 

distribution, confirming that the dataset was suitable for multi-class classification. 

 

 

Figure 6. Distribution of Student Stress Levels 

 

In the modeling stage, the DT algorithm was employed as the baseline due to its capability to 

process mixed data and provide visual interpretation in the form of a DT [8]. The baseline model was trained 

using default parameters, while the second model was optimized with PSO [5], [8] to determine the 

parameter combination that maximizes performance. PSO was selected for its ability to explore the solution 

space globally and avoid local optima, which are often encountered in conventional optimization algorithms 

[5].  

To verify the effectiveness of the proposed algorithm, this study compared the performance of the 

DT with two widely recognized classification methods, Naïve Bayes and K-Nearest Neighbors (KNN) (see 

Table 1) [9], [23]. The experimental findings revealed that the DT obtained the best performance, reaching 

93% in accuracy, precision, recall, and F1-score. In contrast, Naïve Bayes achieved an accuracy of only 

84.34%, while KNN reached 86.75% [24]. Although KNN recorded the highest AUC value, the difference 

was not substantial when compared to the DT. 

 

 Table 1. Comparison of Algorithms  

Evaluation Aspect Decision Tree Naive Bayes KNN 

Final Accuracy 93% 85% 87% 

Precision 93% 85% 87% 

Recall 93% 84% 87% 

F1-Score 93% 84% 87% 
AUC 94,58% 94,72% 96,66% 

 

This difference reinforces the superiority of the DT compared to probabilistic and instance-based 

learning models, thereby justifying its selection as the basis for modeling. 
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4.2. Baseline Model Results 

The evaluation results for the baseline DT model are presented in Table 2. 

 

Table 2. Classification Report Model DT 

Category Precision Recall F1-Score Support 

Low Stress 0,87 0,96 0,92 28 

Moderate Stress 1,00 0,89 0,94 28 

High Stress 0,93 0,93 0,93 27 
Accuracy   0,93 83 

Macro Avg 0,93 0,93 0,93  

Weighted Avg 0,93 0,93 0,93  

 

This model achieved an accuracy of 93%, with the best performance observed in the low-stress 

category, which obtained a recall of 0.96. This indicates that almost all students with low stress were 

correctly predicted. However, the recall for the moderate-stress category was only 0.89, suggesting that a 

number of students who should have been classified in this category were misclassified, primarily into the 

low-stress group. Nevertheless, the precision and F1-score across all three categories remained high (≥0.92), 

indicating that the baseline DT model performed fairly well, although there is still room for improvement, 

particularly in detecting students with moderate stress levels. 

 

 

Figure 7. Confusion Matrix Decision Tree 

 

Figure 7 illustrates the confusion matrix of the baseline DT model. Most predictions are located 

along the main diagonal, indicating fairly good classification performance, with the majority of students 

correctly classified into their actual categories. In particular, the low-stress category achieved the best result 

with a recall of 0.96. However, some misclassifications were still observed in the moderate- and high-stress 

categories, although the numbers were relatively small. To provide further clarity, Table 3 presents the 

detailed breakdown of TP, FP, FN, and TN for each category. 

 

Table 3. Breakdown Confusion Matrix Decision Tree 

Category TP FP FN TN 

Low Stress 27 4 1 51 
Moderate Stress 25 0 3 55 

High Stress 25 2 2 54 

 

In a multiclass setting, the confusion matrix is structured as a 3×3 table, with rows indicating the 

true labels and columns showing the model’s predicted labels. True Positive (TP) is indicated by the values 

on the main diagonal, namely the number of students correctly predicted according to their actual condition. 

False Negative (FN) occurs when students of a given category are misclassified into another category, while 

False Positive (FP) arises when students from other categories are incorrectly classified into the category 

under consideration. True Negative (TN) refers to all cases from other categories that are correctly identified 

as not belonging to the category being analyzed. 

 



IJAIDM p-ISSN: | e-ISSN:  

 

Prediction of Student Academic Stress Levels… (Dzakiyyah and Mahdiana) 

587 

 

Figure 8. Feature Importance Decision Tree 

 

Figure 8 presents the feature importance analysis of the DT model. The results indicate that 

independent study hours contributed the most to predicting student stress levels, with a weight exceeding 

0.34. This finding is consistent with the literature, which emphasizes that academic workload significantly 

influences stress levels [1], [2], [3]. 

The next influential variable was the GPA, with a weight of 0.21, reaffirming the strong relationship 

between academic achievement and stress levels. This was followed by sleep quality and study program, 

each contributing considerably. These findings are consistent with previous literature, which highlights that 

academic and psychosocial factors such as performance, sleep quality, and the learning environment are key 

determinants of student stress levels. 

Meanwhile, the variables of residence and gender were found to have the lowest contribution. 

Nevertheless, they remain relevant as they may indirectly influence psychological conditions, for instance, 

through the conduciveness of the living environment or the social interactions within the campus setting. 

Overall, this feature importance visualization demonstrates that the DT model not only provides 

predictive outcomes but also offers insights into the dominant factors influencing student stress. These 

findings can provide a basis for formulating more focused intervention strategies. 

The ranking of features in Figure 8 was determined using the Gini importance, also referred to as 

mean decrease in impurity. Each time a feature was used to split a node, the decrease in impurity was 

recorded and summed across the entire tree. These values were then normalized so that the total contribution 

equaled one, and the features were ordered in descending order. Consequently, independent study hours 

appeared at the top because it provided the greatest overall reduction in impurity, followed by GPA and sleep 

quality, while residence and gender showed the smallest contributions. 

 

4.3. Baseline Model Results with PSO 

The optimization process was carried out by forming 10 particles that moved within the search 

space for 20 iterations. The optimization results indicated the best parameter combination of max_depth = 5, 

min_samples_split = 5, and criterion = entropy. After optimization using PSO, the evaluation results are 

presented in Table 4. The optimized model achieved an accuracy of 95%, representing a 2% improvement 

compared to the baseline. The greatest enhancement was found in the recall value of the high-stress category, 

which increased to 0.96, indicating that the model became more sensitive in identifying students at high risk. 

This finding is crucial, as this group requires earlier interventions to prevent negative impacts on mental 

health and academic performance. 

 

Table 4. Classification Decision Tree with PSO 

Category Precision Recall F1-Score Support 

Low Stress 1,00 0,96 0,98 28 
Moderate Stress 0,96 0,93 0,95 28 

High Stress 0,90 0,96 0,93 27 
Accuracy   0,95 83 

Macro Avg 0,95 0,95 0,95  

Weighted Avg 0,95 0,95 0,95  
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Figure 9. Confusion Matrix DT with PSO 

 

Figure 9 shows the confusion matrix after optimization. Most predictions lie along the main 

diagonal, with fewer misclassifications compared to the baseline. For instance, almost all high-stress students 

were correctly predicted, with only one case misclassified as moderate stress. In the multiclass context, this 

pattern demonstrates that TP values dominate across all three categories, while the number of FN decreased 

significantly (see Table 5). 

 

Table 5. Classification Decision Tree with PSO 

Category TP FP FN TN 

Low Stress 27 0 1 55 

Moderate Stress 26 1 2 54 

High Stress 26 2 1 54 

 

 

Figure 10. Feature Importance DT with PSO 

 

The feature importance analysis revealed a more balanced distribution of weights. Independent 

study hours remained the most dominant factor (0.33), followed by GPA (0.18) and social interaction (0.13). 

The PSO optimization strengthened the role of academic and psychosocial variables in the model while 

minimizing the contribution of less influential variables such as residence. These results confirm that PSO 

successfully structured a more optimal DT to improve accuracy [8]. 

Similarly, the ranking of features in Figure 10 followed the same procedure, with the importance 

values sorted from highest to lowest based on their contribution to impurity reduction. This ranking 

confirmed that independent study hours, GPA, and social interaction were the dominant factors after 

optimization. 

Overall, the evaluation results confirmed that optimizing the DT with PSO provided a significant 

improvement in accuracy and recall, particularly in the high-stress category. This finding is crucial for 

supporting early detection and more targeted interventions for students at high risk. 



IJAIDM p-ISSN: | e-ISSN:  

 

Prediction of Student Academic Stress Levels… (Dzakiyyah and Mahdiana) 

589 

 

Figure 11. Decision Tree Visualization 

 

Figure 11 presents the visualization of the DT constructed using the DT algorithm after the 

optimization process. The tree illustrates the classification rules based on the main predictor variables. The 

top-level nodes are dominated by GPA and independent study hours, indicating that these two factors are the 

most decisive in classifying student stress levels. 

Each branch of the tree represents the outcome of testing a specific condition of a variable. For 

example, students with a low GPA and high study hours tend to be classified into the high-stress category, 

while students with a stable GPA and moderate study hours are more likely to fall into the moderate-stress 

category. This pattern is consistent with the feature importance findings, in which GPA and independent 

study hours play a dominant role. 

 

4.4. Discussion 
The 2% improvement in accuracy after applying PSO confirmed that parameter optimization 

enhanced the generalization capability of the DT. This finding was in line with Elham and Mehrabi [8], who 

combined DT and PSO for mental health prediction, and Hendra et al. [4], who demonstrated improved 

accuracy in academic outcome prediction. The increased recall in the high-stress group indicated the practical 

importance of optimization, as reliable identification of high-risk students is essential for early prevention 

and intervention. 

Independent study hours and GPA were identified as the most influential predictors, supporting 

previous studies that associated academic workload and performance pressure with student stress [1], [3]. 

The strengthened role of social interaction also aligned with literature emphasizing the protective effect of 

peer support in reducing psychological burdens [1], [2]. These findings suggest that higher education 

institutions can develop policies and programs focusing on study management, academic counseling, and 

social support services. 

The main strengths of this study include the use of an interpretable model, the integration of 

optimization to improve class balance, and the deployment of a prototype system, which increased the 

practical relevance of the findings. Nonetheless, the study was limited to a single institution and relied on 

self-reported data, which may introduce bias. Future work should expand the dataset to multiple institutions, 

examine ensemble methods optimized with PSO, and incorporate additional features such as physiological or 

behavioral data. Integration of the model into institutional academic information systems is also 

recommended to strengthen its applicability in student support services. 

 

5. CONCLUSION 

This research successfully constructed a predictive model for student academic stress levels by 

employing the DT algorithm enhanced with PSO. The analysis revealed that independent study hours (33%), 

GPA (18%), and social interaction (14%) were the three primary factors influencing student stress levels. 

These findings underscore that time management, academic achievement, and the quality of social support 

make significant contributions to students’ mental health. 

The DT model optimized with PSO achieved an accuracy of 95%, which is higher than the 93% 

obtained by the baseline model. This result provides evidence that swarm intelligence–based optimization is 

effective in improving the generalization capability of the model. From a practical perspective, the proposed 

system has the potential to serve as an early detection tool for identifying student stress levels, which may be 

integrated into institutional mental health services to support both preventive and curative interventions. 

The clinical implication of this study lies in its ability to assist universities in identifying students at 

high risk of experiencing stress, thereby enabling timely interventions such as academic counseling, stress 

management programs, and adjustments to academic workload [25].    
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Future research is recommended to expand the dataset by involving students from multiple 

institutions, explore ensemble algorithms optimized with PSO, and integrate additional variables such as 

physiological data or text mining analysis to enrich prediction accuracy. For practical application, it is 

recommended to design a web-based platform that can be integrated with the university’s student information 

system, accompanied by staff training and the formulation of data usage policies that prioritize ethics and 

privacy. 
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