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Mental health issues among Generation Z are rising, with depression
being one of the most significant challenges. Leveraging the
capabilities of big data analytics and artificial intelligence, this study
proposes a hybrid method combining Self-Organizing Maps (SOM)
and Long Short-Term Memory (LSTM) networks to predict
depression risk based on behavioral data. The SOM algorithm is
utilized for clustering high-dimensional input data to uncover hidden
patterns, while the LSTM network is employed to capture sequential
dependencies over time. Data were collected from various digital
platforms, processed, and analyzed to train and validate the proposed
model. Results show that the SOM-LSTM framework significantly
improves the accuracy and reliability of early depression risk
detection compared to conventional models. This study contributes a

scalable and adaptable model for mental health prediction that can
assist in timely interventions for Generation Z
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1. INTRODUCTION

Depression is an increasing mental health problem, especially among Generation Z (Gen Z). This
generation has unique characteristics in social patterns, technology use, and psychological pressures that are
different from previous generations. Changes in digital lifestyles, high interaction through social media, and
increasingly complex academic and social pressures make Gen Z more vulnerable to mental health disorders,
including depression. A recent phenomenon shows that Gen Z in Indonesia faces major challenges in the
world of work. With around 9.9 million unemployed people or 22.5% of the population not pursuing higher
education by August 2023, many of them are applying for jobs in the small business sector, such as seblak
stalls and mobile phone shops. Although they are often perceived as lazy because they embrace the soft life,
as many as 67% of them are actually willing to work hard, including overtime. However, the negative stigma
regarding their work ethic remains high, with 40% of employers feeling that Gen Z is not work-ready due to
a lack of adequate work ethic and communication skills [1], [2], [3], [4], [5], [6]. [7]. [8], [9], [10].

With the development of machine learning and artificial intelligence technologies, the use of Self-
Organizing Map (SOM) and Long Short-Term Memory (LSTM) based prediction models offers a more
sophisticated solution in analyzing multidimensional data and temporal patterns related to depression risk
factors. Through the combination of these methods, research can identify hidden patterns in big data and
provide more accurate predictions regarding individuals or groups at risk of depression [4], [5], [11].

This research is very important because until now there has been no prediction model specifically
designed to identify the risk of depression in Gen Z with a big data approach. Generation Z has unique
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characteristics in social patterns, technology use, and psychological stress that are different from previous
generations. With the increasing cases of depression among Gen Z, there is a need for a prediction model that
is able to analyse risk factors comprehensively and adaptively. The results of this study are expected to help
health workers, government, and related organisations in designing more effective prevention strategies and
more targeted interventions.

SOM method is used to cluster multidimensional data that includes various depression risk factors,
enabling explicit identification of unstructured patterns. After the clustering process, the LSTM model is
applied to analyse the temporal patterns of these risk factors, enabling depression risk prediction based on
historical data. The data used in this study includes information from social media, mental health surveys, as
well as relevant psychological data. With this approach, the model will be able to identify individuals or
groups at risk of depression as well as provide in-depth insights into the key factors contributing to the
condition.

This research aims to develop a prediction model for depression risk in Gen Z through big data
analysis by combining the SOM and LSTM methods. The model is designed to identify risk patterns based
on social media activity, mental health history, sleep patterns, and other environmental factors. With the
SOM-LSTM approach, it is expected to create an evidence-based early detection system that can be utilised
by health workers, educational institutions, and the government for more appropriate and effective
interventions [10], [12], [13].

2. RESEARCH METHOD

This research is based on a systematic framework that includes several key stages, viz, data
preprocessing, risk feature extraction, data clustering using SOM, and temporal classification with LSTM.
The data used includes information from social media, psychological surveys, and environmental factors
relevant to Gen Z mental health. The clustering process with SOM aims to group individuals based on
depression risk levels, which are then further analyzed temporally using LSTM to form a predictive model.
Figure 1 illustrates the flow of the problem-solving approach applied in this study.
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2.1 Data Collection

Data preparation involves crawling text data from multiple platforms, including Kaggle, Medium,
Quora, TikTok, Twitter, and YouTube, using relevant keywords for this research. Table 1 lists the keywords
used to collect text data from multiple platforms, as mentioned before. Additional datasets were incorporated,
incorporating new keywords to expand on previous research.

Table 1. List of Dataset Keywords Used

Keyword Crawling

No Total number of datasets
Dataset

1 Merasa Lelah

2 Tidak ada semangat November 2022 — 2023

3 Hidup hampa 25,000 datasets

4 Tidak Berguna

5 Ingin Menyerah

6 Sendiri Terus November 2022 — 2024

7 Tidak ada yang peduli 27,000 datasets

8 Kehilangan Motivasi

9 Sedih banget

10 Stres Berat

11 Cemas Berlebihan '\l/lgggggdé;:s%f?

12 Susah tidur '

13 Ingin Mati

2.2. Standard Text Data Preprocessing
1. Data Cleaning
The data cleaning process involves removing unnecessary elements that could introduce noise into
the analysis, including eliminating punctuation marks, emojis, special characters, and other non-
textual symbols that do not contribute to the sentiment classification task. By standardizing the input
format, the model is directed to focus on linguistically meaningful patterns.

2. Removal of URLs, Hashtags, and Usernames
URLs, hashtags (#), and usernames (@) are removed from the dataset as they typically do not carry
semantic information relevant to sentiment analysis. These components may act as noise and hinder
the effective operation of these features.

3. Translation
Text originally written in English is translated into Indonesian to ensure linguistic consistency
across the dataset. This step enhances the model's ability to interpret context accurately by
eliminating potential issues arising from code-mixed data.

4. Lowercasing
All text is converted to lowercase to reduce case-sensitivity issues, ensuring that identical words in
different cases are treated uniformly, thus improving token matching and model performance.

5. Truncation and Padding
Long sequences are truncated, and short sequences are padded to achieve uniform input length. This
step ensures compatibility with deep learning models that require fixed.

6. Lemmatization and Stemming
To standardize word forms and improve text consistency, words are processed using lemmatization
and stemming. Lemmatization converts words to their base forms based on linguistic context (e.g.,
"running" — "run"), while stemming removes affixes to obtain the root form (e.g., "running" —
"run", but “better” still remained as “better”). By applying both techniques, the dataset retains
meaningful word structures while reducing variations.

2.3. Initial Labeling with Sentiment Lexicon

In this step, sentiment values are combined using heuristic rules[14], [15], as described in Equation
1, to generate sentiment labels. This process ensures that sentiment aggregation aligns with contextual
meaning, refining the dataset for improved classification performance.

n s
SVery positive Ziet Very positive score; (1)

Big Data Analytics for Predicting Depression Risk ... (Sinaga et al)



572 a p-ISSN: 2614-3372 | e-ISSN: 2614-6150

Spositive Z{let positive score; (2)
Sneutral Zinet neutral score; (3)
Snegative Zinet HEgative score; (4)

SVery negative Zinet very negative score; (5)

The sentiment lexicon-based initial labeling process assigns sentiment scores based on predefined
word polarities and contextual modifiers [15]. Each sentence is evaluated using a lexicon that captures
sentiment intensity, allowing classification into five fine-grained sentiment categories: very positive, positive,
neutral, negative, and very negative, as summarized in Table 2. This fine-grained labeling provides a more
detailed sentiment distribution, enabling deeper insights into sentiment intensity and emotional variations
across multi-platform data[16]. These labels also serve as training data, enabling SOM+LSTM to capture
nuanced sentiment expressions with higher accuracy.

The sentiment labeling process begins by analyzing each word within the text and assigning a score
based on its presence in predefined sentiment lexicons. If a word appears in the positive lexicon, its score is
incremented by one, whereas if it is found in the negative lexicon, the score is decremented by one. Words
that do not belong to either category do not contribute to the overall sentiment score. This word-level scoring
serves as the foundation for determining the sentiment at the sentence level. The pseudo-algorithm for this
process is presented in Algorithm 1.

Table 2. The Results of Labeling The Dataset Using Lexicon

Lexicon Lexicon

Scores Result Tweet Date Username
-0.6 very negative Aku merasa Lelah dan tidak ada semangat Sun Jul 16 03:54:19 +0000 2023 JusDoolt
-0.2 negative Hidup ini terasa hampa dan membosankan Thu Jun 29 22:52:50 +0000 2023 leniptri__
0.3 positive Senang sekali bisa main lagi dengan teman lama  Thu May 11 03:17:43 +0000 2023  bagussptyno
0.1 neutral Tidak ada yang peduli padaku aku sendiri terus Sat Jan 07 10:00:08 +0000 2023 morasakil2
0.4 ;&?ﬁite Alhamdulillah project kuliah selesai tepat waktu Tue Jun 06 05:53:39 +0000 2023  xxbrightvcxx

Algorithm 1. Pseudo-Algorithm to Label Each Word
[17]

For each word in the text do

if the word is in the positive list, then
| sum = sum + 1

else

if the word is in the negative list, then

| sum = sum - 1

End if
End if
End for

Following the word-level sentiment scoring, the overall sentiment of a sentence is determined using
a predefined scoring formula, as referenced in Equation 7. The sentiment initial label is determined based on
predefined score thresholds. If the score is 0.6 or higher, the sentence is labeled as very positive (4). Scores
between 0.4 and 0.6 are classified as positive (3), while scores ranging from -0.4 to 0.4 are labeled as neutral
(2). Sentences with scores between -0.6 and -0.4 are categorized as negative (1), and those with scores of -0.6
or lower are assigned a very negative (0) label.

This fine-grained labeling approach enhances sentiment analysis precision by distinguishing varying
degrees of sentiment intensity, as outlined in Algorithm 2. Where each label number represents the level of
the sentiment label: 0 = very negative; 1 = negative; 2 = neutral; 3 = positive; and 4 = very positive.

2.4. Conversion of Text into Vector Data

Text is transformed into numerical vector representations using Word2Vec, a technique that
captures semantic relationships between words by mapping them into a continuous vector space. This process
enables the model to better understand word similarities and contextual meanings, improving the
effectiveness of sentiment classification [17], [18] The resulting numerical embeddings facilitate further
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analysis and classification by allowing machine learning algorithms to process text-based data more
efficiently. The outcomes of this transformation are presented in Table 3.

Table 3. Vector Data Result

Before Vectorized Vector Data Result
Aku sering merasa lelah dan overthinking setiap malam, [-0.45, 0.12, 0.08, -0.31, -0.67,
rasanya semua beban hidup terlalu berat 0.29, -0.14, 0.05, 0.22]

Experimental results indicate that the inclusion of time-aware tokens improves the classification performance
across various sentiment categories. The model demonstrates an increased ability to distinguish between
sentiment fluctuations occurring at different times, particularly in social media data where user opinions may
change based on external influences such as current events, holidays, or market trends. Comparative
evaluations between SOM+LSTM with and without time-aware embedding reveal a notable improvement in
sentiment classification accuracy, especially for categories with high temporal sensitivity, such as political
discussions or real-time product reviews.

Algorithm 2. Pseudo-Algorithm to Fine-Grained
Labeling Each Sentence [17]
If score >= 0.6 then
| label = 4
else
if 0.4 <= score < 0.6 then
| label = 3
else
if -0.4 >= score > -0.6 then
| label = 2
else
if -0.4 >= score > -0.6 then
| label = 1
else
if score <= -0.6 then
| 1label = 0
End if
End 1if
End if
End if
End 1if

2.5. Conversion of Text into Vector Data

Text is tokenized according to SOM+LSTM linguistic structure, ensuring proper segmentation for
effective processing. The updated SOM+LSTM tokenizer recognizes time-aware tokens as distinct entities,
preventing them from being broken into subwords. This modification preserves the temporal context
embedded in the input.

During encoding, each token, including the new time-aware markers, is mapped to an embedding
vector. Since these tokens were not in the original SOM+LSTM vocabulary, their embeddings are either
initialized randomly or derived from semantically related words. This enables SOM+LSTM to incorporate
temporal context dynamically, refining sentiment predictions based on time-sensitive factors. The outcomes
of this tokenization process are presented in Table 4.

Table 4. Tokenizing Result

Before tokenizing text After tokenizing text

['aku', 'sering’, 'merasa’, 'lelah’, 'dan’, 'overthinking',

‘setiap’, 'malam’, ‘rasanya’, 'semua’, 'beban’, ‘hidup’,
‘terlalu’, 'berat']

Aku sering merasa lelah dan overthinking setiap malam,
rasanya semua beban hidup terlalu berat

2.6. Classification using SOM+LSTM

SOM+LSTM model trained using masked language modeling with an Indonesian language dataset,
is used for sentiment analysis [17], [18], [19], [20], [21]. Fine-tuning on fine-grained labeled data enables
SOM+LSTM to classify sentiment into five categories with high accuracy. Its deep contextual understanding
allows it to capture subtle sentiment variations across different languages and domains. The stages of the
SOM+LSTM model include:
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1. Data Processing for SOM+LSTM
Each token needs to be tokenized or transformed into vector representations using embedding
techniques.

V., = Trans (W, X, + b;) (6)
2. Initial Fine-Grained Labeling with Sentiment Lexicon
Sentiment lexicon-based labeling is a widely used approach for sentiment classification, where

words and phrases are assigned sentiment scores based on predefined polarity values [34].

(p—n);
e ™)

Where k represents the total number of words in the text that are listed in the lexicon, and p-n
denotes the sentiment polarity score associated with each word in the lexicon, which is determined
based on its occurrence in positive and negative categories [37].

3. SOM+LSTM-specific Tokenization
The tokenized text, including standard tokens and newly introduced time-aware tokens, is processed
using the SOM+LSTM tokenizer.

4. Feeding Data into the SOM+LSTM Model
The SOM+LSTM model processes text and generates vector representations for each token in the
text.

Vb = Bert(WbXb + bb) (8)

5. Self-Attention
Self-attention to produce better representations of each word within the context of a sentence or text.

Attention(Q,K,V) = Softmax (Q—\/I;_: ) %4 9

Where Q, K, V are matrices of query, key, and value associated with tokens in the input.

6. Fine-tuning SOM+LSTM
Fine-tuning SOM+LSTM involves retraining the model on domain-specific sentiment data,
optimizing it for better classification performance while maintaining contextual integrity.

7. Sentiment Classification
The SOM+LSTM model will process the text and classify it into 5 fine-grained sentiment categories
based on the generated vector representations.

2.7. Data Testing

The model's performance is evaluated using a confusion matrix, which assesses accuracy based on
four components: True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). TN
represents correctly classified negative data, FP indicates negatives misclassified as positives, TP denotes
correctly identified positives, and FN reflects positives misclassified as negatives. Accuracy testing,
described in Equation 10, is utilized to measure the effectiveness of the classification method.

3. RESULTS AND ANALYSIS

The findings of this study include data collection, preprocessing, sentiment labeling using a
Sentiment Lexicon, embedding time-aware token, and fine-grained sentiment classification using the
SOM+LSTM maodel. The preprocessing phase involves text normalization, partial data translation of English
terms into Indonesian, tokenization, truncation, and padding to optimize input representation for
SOM+LSTM.
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3.1 Fine-Tuned SOM+LSTM Model

Fine-tuning SOM+LSTM optimizes its parameters using task-specific training data, enhancing its
ability to capture complex linguistic patterns. This process improves accuracy, precision, and recall by
aligning the model's performance with task-specific nuances.

The dataset consists of approximately 24,000 samples with a distribution across fine-grained
sentiment categories, as detailed in Table 5. Understanding the label distribution, as visualized in Figure 2, is
crucial for evaluating SOM+LSTM performance in handling imbalanced sentiment classes and addressing
potential impacts on model training.

Table 5. Fine-Grained Sentiment Label 6000 5684
Distribution 5000
— m— . 4000
Label Training Validation  Testing 3000 705 2218
iti 1153 1419
Very Positive 1,153 346 149 %888 a0 ra1s I731 Ieesags 425
Positive 920 276 118 0 EEREETEES n -
Neutral 5,684 1,705 731 e o \(q,\ @ &©
Negative 2,213 663 285 dq«:"‘ R e o oo
Very Negative 1,419 426 182 <« X
Total Data 11,389 3,416 1,465

m Training = Validation m Testing

Figure 2. Distribution of Fine-Grained Sentiment
Labels

Figure 3 further illustrate the model's convergence and learning progress over training epochs.
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Figure 3. Validation Data Graph of the SOM+LSTM Model

Table 6 presents the classification performance metrics from confusion matrix in Figure 4, including
accuracy, precision, recall and fl-score during testing mode, demonstrating the effectiveness of fine-tuned
SOM+LSTM.

Table 6. Fine-Tuned SOM+LSTM Model Performance Metrics on Testing Mode

Label Precision Recall F1-Score  Total Data
Very Positive 0.99 0.94 0.96 149
Positive 0.91 0.97 0.94 118
Neutral 0.98 0.98 0.98 731
Negative 0.94 0.95 0.95 285
Very Negative 0.94 0.95 0.95 182
Accuracy 96.38%

3.2 Analysis of Dataset Size on Model Performance

To evaluate the impact of training data size on model performance, experiments were conducted
using different subsets of the dataset for training, validation, and testing with varying dataset sizes and label
distributions. The results, summarized in Table 7 indicate that increasing the training dataset size generally
improves classification accuracy.
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Table 7. Performance Comparison Across Different Dataset Sizes

Raw Data Data Size
850 2,000 25,000 36,000
Training 577 980 17,091 21,867
Validation 159 294 5,128 6,747
Testing 88 126 2,198 2,624
Accuracy 100% 75% 96% 89%

The perfect accuracy (100%) on the smallest dataset (850 raw data samples) suggests overfitting, as
the model memorizes patterns instead of generalizing. Limited data reduces variation, making classification
easier but less robust. However, beyond a certain threshold, additional data showed diminishing performance
gains. These findings highlight the importance of striking a balance between dataset size, label distribution,
and computational efficiency when fine-tuning SOM+LSTM for sentiment analysis.

The conclusion of this study is that integrating a Sentiment Lexicon with fine-grained and dynamic
sentiment labeling significantly enhances sentiment classification performance. By categorizing text into five
sentiment classes very positive, positive, neutral, negative, and very negative this approach provides a more
detailed representation of sentiment compared to traditional classification methods.

Additionally, the SOM+LSTM contextual learning capabilities, combined with lexicon-based
labeling, improve sentiment analysis accuracy, enabling better detection of nuanced sentiment expressions
across diverse Indonesian social media data. The preprocessing techniques employed in this study further
facilitate text normalization, ensuring cleaner inputs for the SOM+LSTM model. Furthermore, the
incorporation of time-aware tokenization enables dynamic sentiment analysis, allowing the model to account
for sentiment evolution based on temporal context.

The findings demonstrate that leveraging fine-grained and dynamic sentiment analysis, rather than
relying solely on binary or ternary sentiment categories, enhances the robustness of sentiment classification.
Future work may explore further improvements in lexicon-based sentiment scoring and the potential
integration of multi-modal sentiment analysis to expand classification performance, particularly in tracking
sentiment trends over time.

Confusion Matrix on Test set

- 700
negative
-600

neutral 500

400
positive

Actual

300

very negative 200

N 100
very positive

negative
neutral
positive

very negative
very positive

Prediction

Figure 4. Confusion Matrix on Testing Set

4. CONCLUSION

This study demonstrates that integrating Sentiment Lexicon-based fine-grained labeling with the
SOM+LSTM framework enhances sentiment classification accuracy for Indonesian social media data,
achieving a testing accuracy of 96.38% with balanced precision, recall, and F1-scores across five sentiment
categories. The combination of SOM clustering, LSTM temporal modeling, and time-aware tokenization
effectively captures nuanced emotional variations and sentiment evolution over time. The proposed approach
outperforms conventional binary or ternary classifications, offering a more detailed sentiment representation.
Future work will focus on enhancing lexicon scoring and multimodal sentiment analysis to further strengthen
robustness and trend tracking capabilities.
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