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 The rapid evolution of digital technology has significantly 

transformed the financial services landscape, especially in the realm 

of mobile banking. BCA Mobile stands among the most popular apps 

for digital banking in Indonesia. Despite its widespread adoption, 

user reviews reflect diverse viewpoints and sentiments about the app. 

The objective of this research is to examine the user sentiments 

regarding the BCA Mobile app, based on reviews sourced from the 

Google Play Store and App Store. Two classification models, namely 

Support Vector Machine (SVM) and K-Nearest Neighbour (K-NN), 

are used in the analysis process. The collected review data undergoes 

several pre-processing stages and is labeled automatically using a 

Lexicon-Based technique. For feature weighting, the TF-IDF (Term 

Frequency-Inverse Document Frequency) approach is used.. 

Sentiment classification is then carried out using both K-NN and 

SVM, with performance evaluated through a matrix of confusion 

based on measurements like F1-score, recall, accuracy, and precision.  

The findings show that the SVM algorithm outperforms K-NN in 

terms of performance, with an accuracy of 94%, while K-NN 

achieves an accuracy of 82%. This study offers valuable insights for 

BCA management in understanding user sentiment and enhancing 

service quality through the application of artificial intelligence. 
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1. INTRODUCTION  

 The swift evolution of information and communication technologies has significantly impacted 

numerous industries, with the financial sector being among the most affected [1]. One of the most 

transformative innovations in this domain is mobile banking, which allows users to conduct transactions 

conveniently through smartphones [2]. In Indonesia, BCA Mobile is one of the most widely used mobile 

banking applications, with over 10 million downloads and a rating of 4.5 stars on the Google Play Store [3]. 

Its popularity stems from its diverse features and user-friendly interface. Nevertheless, despite its widespread 

adoption, user reviews reveal a wide spectrum of opinions ranging from satisfaction with ease of access to 

complaints about technical glitches, difficult navigation, and security issues.  

 To explore these varied user experiences, analyzing online reviews proves crucial in uncovering 

public opinion and gauging satisfaction levels. Such analysis enables financial institutions like Bank Central 

Asia (BCA) to better understand user expectations and continually improve their services [4][5]. Prior studies 

in this area have applied several text classification approaches and datasets. For example, research using 

Twitter data has implemented algorithms such as Naïve Bayes, Lexicon-Based methods, and LDA Topic 

mailto:3almaukar@president.ac.id
mailto:vega@unitomo.ac.id


IJAIDM p-ISSN: 2614-3372 | e-ISSN: 2614-6150  

 

Sentiment Analysis of BCA Mobile App Reviews… (Zandroto et al ) 

449 

Modeling, with pre-processing stages that include filtering, case folding, normalization, tokenization, 

stopword removal, and stemming [6]. These studies evaluated performance using confusion matrices and 

metrics like accuracy, recall, and precision. Another study based on Google Play Store reviews applied Naïve 

Bayes, Random Forest, and Logistic Regression, achieving an F1-score of 81%, 82% recall, 84% precision, 

and 82% accuracy [7].  

 Further research involving mobile banking feedback employed the Naïve Bayes algorithm and 

achieved a classification accuracy of 85.31% for both positive and negative sentiments [8]. Meanwhile, a 

study utilizing the SVM algorithm alongside pre-processing steps like punctuation removal and stemming 

reported results of 87.31% precision, 85.87% accuracy, and 86.96% recall [9]. However, in a study 

comparing Naïve Bayes performance using a 60:40 training-testing split, accuracy was only 71.03% despite 

high precision (97.67%), indicating an imbalance in the dataset. This imbalance is reflected in the recall rate 

of just 33.60%, with a dominance of negative sentiments (396 instances) over positive ones (312) [10] These 

findings highlight that although methods such as Naïve Bayes and SVM are frequently used, direct 

comparisons between Support Vector Machine (SVM) and K-Nearest Neighbour (K-NN) particularly on 

datasets derived from both the Google Play Store and App Store for BCA Mobile remain limited [11].  

 To address this research gap, the present study proposes a comparative evaluation of K-NN and 

SVM for classifying user sentiment toward BCA Mobile. The classification process is preceded by Lexicon-

Based sentiment labeling. Data is collected via web scraping of user reviews posted between 2023 and 2025 

on both the Google Play Store and App Store platforms. The pre-processing pipeline includes data cleaning, 

case folding, tokenization, stopword removal, and stemming. Term weighting is performed using the Term 

Frequency-Inverse Document Frequency (TF-IDF) method, while the sentiment classification itself is 

executed using both K-NN and SVM algorithms. Performance evaluation is conducted through confusion 

matrix analysis and metrics such as accuracy, precision, recall, and F1-score. By comparing these two 

algorithms, this study aims to uncover which model better captures user sentiment, considering their 

algorithmic differences K-NN being a distance-based classifier and SVM a margin-based one. The results are 

expected to provide insights for improving mobile banking services and contribute to the growing body of 

research on sentiment classification in digital financial platforms. 

 

2. RESEARCH METHODOLOGY 

 This analysis aims to evaluate and compare the effectiveness of K-NN and SVM in identifying user 

sentiment related to the BCA Mobile application. The evaluations analyzed reflect users' perceptions of the 

application's features, performance, and user experience. The primary aim of this investigation is to ascertain 

which algorithm yields the highest classification accuracy in sentiment classification using user review 

datasets. The process undertaken in this research is outlined step by step in Figure 1. 

 

 

Figure  1. Research Proses Design 

 

The initial stage of the research began with data collection using web scraping, sourced from the 

Google Play Store and App Store review platforms. The collected data consisted of user reviews in 

Indonesian text, reflecting users' opinions and experiences with the BCA Mobile application. Next, the 

review data entered the pre-processing stage, which consisted of five main steps: Tokenization, Cleaning, 

Case Folding, Stopword Elimination, and Stemming. After this, the data was labeled using a Lexicon-Based 

approach, where each review was assigned a sentiment label (positive, negative, or neutral) based on a 

predefined dictionary of sentiment-bearing words. This approach is widely used due to its interpretability and 
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simplicity, particularly in domains where labeled data is scarce. Following the labeling stage, the TF-IDF 

technique was applied to extract features. TF-IDF helps identify significant terms in a document by 

calculating the importance of words relative to the entire corpus, and has been effectively used in various 

sentiment analysis tasks  

After feature extraction, two classification models were applied: 

1. SVM is a supervised learning model that constructs a hyperplane to separate classes and has shown 

strong performance in text classification due to its ability to handle high-dimensional data. 

2. K-NN is a distance-based classifier that determines the sentiment of a new review based on the 

majority sentiment among its nearest neighbors in the training set. Its simplicity and non-parametric 

nature make it a popular baseline in sentiment classification. 

 

The classification results were evaluated using a Confusion Matrix, which includes four 

performance indicators: accuracy, precision, recall, and F1-score. These metrics were used to determine 

which algorithm provides better performance in classifying user sentiment. The novelty of this research lies 

in the comparative analysis of SVM and K-NN using user reviews written in Bahasa Indonesia, collected 

from both the Google Play Store and the App Store for the BCA Mobile application. While prior research 

often focuses on a single platform or uses English-language data, this study explores real-world user 

sentiment across multiple platforms and time periods (2023–2025), providing updated insights into 

Indonesian users’ experiences with mobile banking applications. 

 

 

Figure  2. Proses of Algorithm 

 

 Figure 2 illustrates the algorithm's process flow in this study, which begins with obtaining datasets 

by using user web scraping comments available in the Google Play Store and App Store platforms. This raw 

dataset is then passed through a preliminary processing phase that includes Tokenising, cleaning, case 

folding, removing stopwords, and stemming. After pre-processing, the cleaned data is partitioned into test 

and training sets. The next step involves applying the TF-IDF method for feature weighting, followed by data 

annotation using a Lexicon-Based approach. The K-NN and SVM algorithms are used to carry out the 

classification procedure. If the classification score is > 0, the review is categorized as positive. If not, it will 

be checked whether the score <0 to be classified as negative, and if not, it is categorized as neutral. The 

classification results of these two algorithms are visualized in the form of diagrams or graphs, and the 

performance of each method is evaluated through a comprehensive analysis. The process ends at the system 

results and conclusions stage. 

 

2.1. Data Collection  

 This research utilized data gathered from reviews of the BCA Mobile application, available on two 

digital app platforms, Google Play Store and App Store, during the period from 2023 to 2025. These reviews 

reflect users' opinions and experiences with the application's features, performance, and service quality. The 
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process of obtaining the data employed web scraping techniques, a method for automatically extracting 

information from web pages. The scraping process was carried out using a programming approach using 

Python, utilizing libraries such as BeautifulSoup, Selenium, and Pandas. A total of 1,001 reviews were 

successfully collected, sourced from 1,001 entries on Google Play and 1,118 user reviews on the App Store, 

which were then saved in comma-separated values (.csv) format to facilitate further analysis during the pre-

processing, sentiment labeling, and classification stages. 

 

2.2. Pre-Processing Data 

 Raw datasets obtained through scraping require data pre-processing because they typically still 

contain various irrelevant elements, such as special characters, excess spaces, non-standard words, and 

information that does not support analysis. If the data is not cleaned first, the analysis process may produce 

inaccurate outcomes that don't accurately represent the real conditions [12]. Therefore, Pre-processing data is 

an important precede by step preceding the sentiment step of classification.  The following are the stages of 

data pre-processing: 

1. Data Cleaning: This process aims to remove symbols, numbers, punctuation marks, emojis, and 

other irrelevant elements from the review text, thereby ensuring cleaner and more focused analysis 

results [13]. 

2. Data Case Folding: Converting all letters to lowercase to avoid differences between words and 

reduce complexity [14]. 

3. Data Tokenization: The process of breaking down text into individual words [15]. 

4. Stopword Removal: Eliminating frequently used words that do not contribute significant meaning to 

the text [16]. 

5. Stemming: A technique that reduces refining words down to their root structure through the removal 

of added parts attached to them [17]. 

 

2.3. Labeling Data 

 Once the initial pre-processing is finalized, the following stage involves categorizing user 

evaluations into three sentiment types: positive, neutral, and negative. This grouping is performed 

automatically using a Lexicon-based methodology, which utilizes a dictionary containing a list of words and 

their respective sentiment values. A score is given to each word in the text based on its polarity, which is 

positive>0, negative<0, and neutral. The final review score is obtained by summing the sentiment values of 

all words that show up in the text [18]. The results of this calculation are used for assigning a sentiment 

classification to the evaluation.  If the evaluation receives a score of 0, it is considered neutral. If it's less than 

zero, it is classified as negative. If it is greater than zero, it is categorized as positive. This calculation using 

Equation (1) 

 

(si) = ∑     Sentimenn
i=1 (ωi)                (1) 

 
Through this approach, the labeling process can be run automatically and consistently, without the 

need for time-consuming manual annotation [19]. Following labelling completion, the dataset is weighted 

using the TF-IDF technique and then classified using the SVM and K-NN models.  The performance of both 

models is analysed using important metrics like accuracy, precision, recall, and F1-score, as well as a 

confusion matrix. 

 

2.4. Word Wighting 

 This study employs as a feature extraction method, the TF-IDF methodology assesses the 

significance of every word in a document. By assigning it a weight based on its frequency [20]. The weight is 

calculated from the term's repetition within one document and its uncommon presence in the broader 

collection (corpus) [20]. Words that consistently appear in one document but are rarely found in others are 

assigned higher TF-IDF scores, as they are regarded as more representative of the document's content, using 

Equation (2). Conversely, words that frequently appear in many documents will receive a lower weight 

because they are considered less specific in terms of information.  

 

TF − IDF(t, d) = TF(t, d) x  IDF (t)      (2) 

 

2.5. Analysis Model  

 Following the feature weighting phase, the categorization procedure is carried out using K-NN and 

SVM algorithms. Both methods are applied independently to identify which algorithm yields the greatest 

degree of categorization precision. 
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1. K-Nearest Neighbours (K-NN) 

K-NN refers to a machine learning approach used for classification and regression tasks [21]. This 

method determines the class of a data point by examining the most votes from the K nearest 

neighboring data points, which are determined based on a specific distance calculation [22]. In this 

study, the distance between data is calculated using the Cosine Similarity method [23]. This 

technique assesses the level of similarity of two vectors based on the size of the angle between them. 

The smaller the angle formed, the greater the cosine value, showing that the two vectors have a 

higher degree of similarity. The calculation of Cosine Similarity can be seen in Equation (3). 

 

cos(θ) =
Σn=1

n An  ⋅  Bn

√∑ An
2n

n=1   ⋅√Σn=1
n Bn

2̅̅ ̅̅
             (3) 

 

2. Support Vector Machine (SVM) 

SVM is a member of the category of supervised learning models that aim to solve classification and 

regression tasks efficiently [24]. The central purpose of SVM is to draw a hyperplane that can 

clearly and widely differentiate two sets of data. The larger the margin between classes, the better 

the model's generalization [25]. To handle data that cannot be separated linearly, SVM employs a 

kernel function (also known as the kernel trick) to convert the data into a feature space with more 

dimensions, thereby allowing for linear separation in that space. The mathematical formulation of 

SVM is presented in Equation (4). 

 

f(x) = w ⋅ x + b             (4) 

 
2.6. Evaluation 

 Model evaluation is a crucial part of the classification process in machine learning, as it gauges how 

well the model works. Accurately predicts data labels. One of the most frequently used evaluation methods is 

the Confusion Matrix [26], which Describes the effectiveness of a categorization model by contrasting the 

actual labels of the test data with the anticipated outcomes.  The Confusion Matrix consists of four main 

components, namely: 

 

Akurasi ∶  
( TP+TN )

 ( TP+TN+FP+FN )
           (5) 

 

Presisi        =    
( TP )

( TP+FP )
                                        (6) 

 

Recall          =    
( TP )

( TP+FN )
                              (7) 

 

F1 − Score =  2 x   
( Presisi x Recall )

( Presisi+Recall )
                                                (8) 

 

3. RESULTS AND ANALYSIS  

 This study successfully collected 1,001 comments from users on the Google Play Store and 1,118 

from the App Store using web scraping techniques. The data was gathered using various relevant keywords 

and phrases, such as "BCA", "BCA Mobile", "m-banking BCA", and other terms related to user experience 

with BCA's digital banking services. The collected reviews reflect several key aspects, including ease of use, 

transaction speed, system stability, and the effectiveness of available features. Table 1 presents selected 

examples of the scraped reviews used in the sentiment analysis process. 

 

Table 1. Datasets 

Example Comment Data from Google Play Store Dataset 
applikasi Sangat membantu sekali, bila ganti nomor tidak perlu ke bank terdekat, gk seperti app syari'ah nya 

login susah bgt, udah isi pulsa sms berkali kali sampe pulsa habis masih belum bisa 

pelayanan sangat memuaskan, para staf jg sangat respon dan baik ramah. Bca ⭐⭐⭐⭐⭐ 

baru saja instal ulang m banking. untuk login gagal terus 

Example Comment Data From App Store Dataset 

Apk nya keren dan fiturnya sangat mudah dimengerti 
gak bisa diupdate, padahal sudah test pakai wifi maupun paket data pribadi 

Verifikasi datanya sangat buruk, sudah masukan data yang benar sesuai instruksi tapi verifikasi tetap gagal. 

Harus diperbaiki! 
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Bca plis jangan terlalu sering update, pengguna ios versi lama yg sudah tidak bisa update ios jadi kesulitan, 

apalagi mbanking itu penting banget kalo ga bisa update masa ga bisa di gunain, lagipula tidak ada yg perlu 

di perbaiki lagi, versi baru dan lama sama saja 

 

3.1. Data Pre-Processing 

 Once data collection is finalized, Preparation is done to improve the caliber of representation in the 

dataset. The sequence of pre-processing steps is illustrated in Table 2. 

 

Table 2. Pre-Processing 

Result Google Play Store 

pelayanan sangat memuaskan, para staf jg sangat respon dan baik ramah. Bca ⭐⭐⭐⭐⭐ 

Cleaning pelayanan sangat memuaskan para staf jg sangat respon dan baik ramah bca 

Case Folding pelayanan sangat memuaskan para staf jg sangat respon dan baik ramah bca 

Tokenizing ["pelayanan", "sangat", "memuaskan", "para", "staf", "jg", "sangat", "respon", 
"dan", "baik", "ramah", "bca"] 

Stopword Removal ["pelayanan", "memuaskan", "staf", "respon", "baik", "ramah", "bca"] 

Stemming ["layan", "puas", "staf", "respon", "baik", "ramah", "bca"] 

Result App Store 

Apk nya keren dan fiturnya sangat mudah dimengerti 

Cleaning Apk nya keren dan fiturnya sangat mudah dimengerti 

Case Folding apk nya keren dan fiturnya sangat mudah dimengerti 

Tokenizing ["apk", "nya", "keren", "dan", "fiturnya", "sangat", "mudah", "dimengerti"] 
Stopword Removal ["apk", "keren", "fitur", "mudah", "dimengerti"] 

Stemming ["apk", "keren", "fitur", "mudah", "ngerti"] 

 

3.2. Labeling Data 

 The data labeling process is performed automatically using a lexicon-based approach, where every 

word in the review has a score based on a sentiment dictionary. The total of each review is determined by 

summing the sentiment values of each word. The classification criteria are as follows: If the score If higher 

than zero, the evaluation is categorized as positive. A review is categorized as negative if the score is less 

than zero.  The review is categorized as impartial if the score is zero.  The outcomes of the data labeling 

procedure are displayed in Table 3. 

 

Table 3. Labeling Datasets 

Google Play Store Clean Dataset Text Score Sentiment 

["layan", "puas", "staf", "respon", "baik", "ramah", "bca"] 3 Positif 

App Store Clean Dataset Text Score Sentiment 

["apk", "keren", "fitur", "mudah", "ngerti"] 3 Positif 

 

3.3. Word Weighting 

 Once Labels have been applied to the data, the feature extraction process uses the TF-IDF method, 

which calculates word weights by considering the frequency of a term within an individual document and its 

infrequency across the entire corpus. Table 4 shows the results of TF-IDF feature extraction. 

 

Table 4. Weighting Result Google Play End App Store 

Google Play Store App Store 

Teks TF-IDF Teks TF-IDF 

layan 0.378 Apk 0.447 

puas 0.378 Fitur 0.447 
staf 0.378 Keren 0.447 

Respon 0.378 Mudah 0.447 

Baik 0.378 
Ramah 0.378 

bca 0.378 

  

Figure 3 illustrates the weighting stage using the TF-IDF method. The next step is to combine the 

weights of each word to identify the most dominant words in each sentiment category. This aggregation 

process identifies words with the highest weights that reflect sentiments classified as neutral, negative, or 

positive. The final result of this aggregation is visualized in the form of a WordCloud, where words with the 

highest weights appear more prominently. This visualization aims to facilitate the analysis of sentiment 

characteristics in user reviews. The WordCloud is created separately for two data sources, Google Play and 

the App Store, allowing word patterns from each platform to be visually compared. Figure 3. WordCloud 

visualization of Google Play and App Store reviews. 
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(a) Google Play Store 

 
(b) App Store 

Figure  3. Word Cloud Apps 

 

3.4. Evaluation Model 

 This phase involves assessing the classification models to determine how effectively they categorize 

the data. The evaluation is carried out utilizing performance measures such as accuracy, precision, recall, and 

F1-score, as presented in Table 3, to compare the overall effectiveness of the K-NN and SVM algorithms. 

 

Table 5. Evaluation 

Matrix K-NN SVM 

Accuracy 0.82 0.94 

Precision 0.80 0.94 

Recall 0.82 0.94 
F1-Score 0.78 0.93 

  

 To assess the two classification systems' performance, a Confusion Matrix was utilized as an 

evaluation tool to present detailed accuracy results. It outlines the proportion of correct and incorrect 

predictions for each class, offering a clearer picture of model performance. In this research, the Confusion 

Matrix was used to visualize how well the K-NN and SVM algorithms classified sentiment. Figure 4 presents 

a side-by-side comparison of their confusion matrices. 

The results demonstrate that the SVM algorithm outperformed K-NN across all metrics. This 

performance difference can be attributed to several factors: 

1. SVM is particularly effective in handling high-dimensional and sparse data, which is typical when 

using TF-IDF representations in text classification tasks. Its ability to construct an optimal 

hyperplane makes it more robust in distinguishing between sentiment classes in such contexts. 

2. In contrast, K-NN relies heavily on distance calculations, which can become less reliable in high-

dimensional spaces due to the "curse of dimensionality." This may lead to less accurate neighbor 

comparisons and consequently weaker performance. 

3. Furthermore, K-NN is sensitive to noise and outliers, and its performance can degrade when 

irrelevant or redundant features exist—which is often the case in raw text data, even after 

preprocessing. 

 

Figure 4 illustrates the confusion matrices for both K-NN and SVM models, highlighting the 

classification performance for the three sentiment classes: negative, neutral, and positive. 

1. K-NN Confusion Matrix Analysis: 

a. Neutral sentiment: 140 reviews were correctly classified as neutral. 

b. Positive sentiment: Out of 48 actual positive reviews, only 24 were correctly classified. The 

other 24 were misclassified as neutral. 

c. Negative sentiment: K-NN failed to correctly classify any negative reviews. All 12 negative 

reviews were misclassified as neutral. 

d. Pattern observed: The model demonstrates a clear bias toward the neutral class, often 

misclassifying both positive and negative reviews as neutral. This suggests that K-NN may 

struggle to distinguish sentiment polarity when review text features are. 

 

2. SVM Confusion Matrix Analysis: 

a. Neutral sentiment: 132 reviews were correctly predicted as neutral; 8 were misclassified as 

positive. 
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b. Positive sentiment: Out of 48 positive reviews, 44 were correctly classified, with only 4 

misclassified as neutral. 

c. Negative sentiment: 6 reviews were correctly identified as negative, and 6 were misclassified 

as positive. 

d. Pattern observed: SVM shows a more balanced distribution of predictions, with much better 

accuracy in identifying both positive and negative sentiments. Although a few neutral 

reviews were misclassified as positive, and vice versa for negative, the overall classification 

is more accurate and less biased than K-NN. 

 

  

Figure  4. Confusion Matrix Model 

 

A performance analysis comparing the K-NN and SVM model algorithms is visualized using bar 

charts to facilitate the interpretation of the results, which can be seen in Figure 5. This visualization offers a 

detailed understanding of how well each method performs in data classification. By examining the diagram, 

one can determine the distribution of predictions from each algorithm, thus enabling the evaluation of how 

accurate and generalizable each model is. Figure 5 clearly illustrates a performance comparison between the 

K-NN and SVM models across four evaluation metrics: accuracy, precision, recall, and F1-score. In all 

metrics, the SVM algorithm significantly outperforms K-NN. The most notable performance gap is observed 

in the F1-score (0.93 for SVM vs. 0.78 for K-NN), indicating that SVM performs more consistently in 

balancing both precision and recall. Additionally, SVM achieves equal precision and recall (0.94), suggesting 

strong stability without trade-offs between identifying true positives and avoiding false positives. Meanwhile, 

K-NN shows lower and slightly imbalanced scores, with precision at 0.80 and recall at 0.82. 

 

 

Figure  5. Comparison of K-NN and SVM Model Performance 

 

3.5. Discussions 

 The results of this study show that the SVM algorithm consistently outperformed the K-NN 

algorithm across all evaluation metrics—accuracy, precision, recall, and F1-score. This outcome reinforces 

the capability of SVM in handling high-dimensional and sparse data, such as text features extracted using 

TF-IDF, while also highlighting the limitations of K-NN in such contexts due to its sensitivity to noise and 

reliance on distance-based calculations. These findings are consistent with those of Putri et al. [5], who also 

found that SVM outperformed K-NN in classifying sentiment related to brand ambassador influence. 
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Similarly, Nurmalasari et al. [11] reported that SVM provided better accuracy and general performance than 

K-NN and Naïve Bayes in sentiment classification tasks. Moreover, Ranataru and Trianasari [2] emphasized 

the suitability of SVM for sentiment analysis in Bahasa Indonesia, particularly within the mobile banking 

domain, which aligns closely with the context of this study involving BCA Mobile. By comparing the 

performance of SVM and K-NN using user reviews collected from multiple platforms over the 2023–2025 

period, this study not only supports previous research but also expands its scope. It demonstrates the 

robustness of SVM in real-world sentiment analysis tasks, particularly when dealing with diverse and 

multilingual datasets in the financial technology sector. 

 

4. CONCLUSION  

 This research performed a sentiment classification study of user evaluations for the BCA Mobile 

application sourced from the Google Play Store and App Store, employing the K-NN and SVM algorithms.  

The evaluation findings indicate that the SVM algorithm outperformed K-NN, achieving an accuracy of 94%, 

precision of 94%, and recall of 94%, culminating in an F1-score of 93%.  The K-NN approach achieved an 

accuracy of 82%, a precision of 80%, a recall of 82%, and an F1-score of 78%. Sentiment analysis reveals 

that most user reviews exhibit positive sentiment, indicating a high level of satisfaction with the BCA Mobile 

app. Words that appear in positive reviews are often related to the ease of use and efficiency of the app's 

features in supporting banking transactions. Hence, it can be inferred that the SVM method provides 

enhanced accuracy and efficiency in categorizing the sentiment expressed in reviews of the BCA Mobile app. 

For further research, it is recommended that this approach be developed by testing other machine learning 

techniques or using ensemble methods to improve classification. Additionally, handling imbalanced data can 

also be applied to enhance the overall performance of the model. 
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