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1. INTRODUCTION

Microsleep is a brief state of sleep that occurs unconsciously in a person and usually lasts from a few
seconds to several tens of seconds. In the context of driving, this state is very dangerous because it can lead to
loss of consciousness and a slowing of the driver's reaction time, even if only for a very short period of time.
Microsleep often occurs in drivers who are tired, drowsy, or driving for long periods of time, especially at night
or on unstimulating roads. The World Health Organization (WHQO) reports that fatigue and drowsiness while
driving are one of the leading causes of road accidents in many countries, with thousands of victims each year
due to reduced driver alertness [1]. Therefore, early detection of microsleep is a very important aspect of efforts
to improve road safety and minimize the risk of road accidents.

With technological advances, various approaches have been developed to detect drowsiness and
microsleep in drivers, ranging from methods based on physiological sensors to approaches based on computer
vision. The computer vision approach is considered more practical and non-invasive, as it uses only the image
of the driver's face to analyze visual indicators such as eye state, facial expressions, and head position in real
time. In recent years, deep learning-based object detection algorithms, particularly the You Only Look Once
(YOLO) family, have been widely used due to their ability to quickly and accurately detect objects in a single
processing step. The YOLO model is considered particularly suitable for real-time applications because it can
classify and locate objects simultaneously in a single pass, making it more efficient than conventional two-step
methods [2]. Thanks to these advantages, YOLO is a promising solution for driver monitoring systems that
require rapid response and high accuracy in detecting the early signs of microsleep.

Iwan Virgiawan, et al, 2024[3], used the YOLO V3 method for real-time object detection and tracking
based on computer vision. The results of this study show that the system can detect a range of up to 100 cm
when the object is close to the camera and up to 150 cd/m2 when the object is in the most crowded room. For
now, this research has not been able to detect or analyze the profile of the person being detected. However, this
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research can be further developed by improving the analysis of the person's profile and also by offering
assistance when an object is detected so that it is easier to analyze it.

Dw Ayu Agung Indra, et al., 2023[4], Implementation of the Yolo V5 Detector Algorithm on Motor
Vehicle Drivers in Realtime, showed that the model trained using the Yolo V5 algorithm with 247 image data
and split data with a ratio of 80:20 managed to detect drowsiness in motor vehicle drivers correctly and reliably.
However, this is done so that future research can provide more complete and varied datasets so that the model
can learn more features and data. Mihuandayani,et al, 2025[5], Implementation of YOLOv8 for Human Object
Detection and Counting with Convolutional Neural Networks, Test results show that the system is capable of
correctly detecting human objects with an 85% success rate. However, some obstacles remain, such as the
difficulty in detecting people walking close to each other and those carrying large bags.

The latest development in the YOLO algorithm family is marked by the introduction of YOLOVS,
which is designed to improve detection accuracy while maintaining computational efficiency in real-time
applications. YOLOV8 adopts a lighter and more optimized architecture than previous versions, and supports
an anchor-free detection approach that can improve object localization accuracy, especially for small and
complex objects. Research by Chen et al. shows that YOLOVS is capable of integrating various facial features
simultaneously to detect driver fatigue in real-time with a high degree of accuracy, even in less than ideal
lighting conditions [6]. This advantage makes YOLOvV8 particularly relevant for microsleep detection
applications, where small changes in eye condition and facial expression must be detected quickly and
accurately.

In terms of performance, various studies show that YOLOV8 has significant advantages over
conventional object detection models and previous versions of YOLO. Golfantara reports that YOLOv8
exhibits more stable and accurate real-time detection performance than YOLOv5 and YOLOV7, especially in
scenarios with a wide variety of objects and dynamic environments [7]. Statistical analysis also shows that
YOLOVS offers a better balance between precision and recall, reducing detection errors (false positives) and
detection failures (false negatives). This advantage is particularly important in microsleep early warning
systems, as detection errors can lead to unnecessary alerts or, conversely, failures to detect dangerous
conditions in the driver.

In addition to its advantages in terms of accuracy and speed, YOLOV8 also offers great flexibility in
the training and implementation process of the system. The Ultralytics framework used in YOLOV8 supports
various data augmentation and transfer learning techniques, making it easy to adapt the model to limited
datasets and varied environmental conditions. Jonathan and Hermanto point out that YOLOv8's ability to adjust
input resolution, number of epochs, and training conFigureuration makes it particularly suitable for
implementation on resource-constrained devices such as the Raspberry Pi [8]. This flexibility enables the
development of a microsleep detection system that is not only accurate, but also efficient and autonomous,
without relying on cloud computing, making it more applicable for real-world use in vehicles.

2. RESEARCH METHOD

This research takes an experimental approach to develop a microsleep detection system based on the
YOLOVS8 algorithm, with the goal of enabling real-time detection through facial image analysis. The research
process includes several integrated steps, including data collection, data labeling, model training, and system
evaluation on the target device. The proposed system combines digital image processing, deep learning-based
object detection, and embedded system implementation. Facial images are captured using a camera, annotated
to represent open, closed, and irrelevant eye conditions, and then trained using the YOLOV8 architecture. The
system is deployed on a Raspberry Pi as the main processing unit, supported by a USB camera for visual input
and output devices such as buzzers and LEDs to provide real-time alerts when signs of microsleep are detected.
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Figure 1. YOLO Blok Diagram

A diagram of the data collection process in a deep learning-based detection system, such as YOLOVS,
is shown in Figure 1. In simple terms, the following is an explanation. The process begins with data input,
which is the collection of data in the form of images or videos. Next, the data is presented through the Data
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Labeling stage, where objects in the image, such as mats or faces, are annotated. Once labeled, the data proceeds
to the Pre-Processing stage, which includes normalization, image size modification, and format conversion to
fit the model. After data collection, the two main steps are training and testing. In the training stage, the model
learns from the data to analyze the target. On the other hand, testing is used to assess the performance of the
model in relation to unexamined data. Finally, the system produces output results that are either real-time object
detection or classification predictions.

2.1. Literature Review

The selection of YOLO v8 in this study was based on previous research on microsleep detection. This
study comprehensively reviewed various academic literature and previous research discussing the concept of
microsleep, object detection algorithms, and the application of computer vision in driving safety systems, as

described in Table 1.

Table 1. Academic literature and previous research discussing the concept of microsleep

Research

Author Title of the Study Research Issue Method Results
Based on the study's findings, the YOLOv8 model
/Efn'ﬂﬁni#wuﬁ was able to use 2996 photos from the secondary
Purnaﬁa Eg(?ra Performance of a drowsiness dataset to train, achieving a mAP value of 0.96092.
: ' the YOLO v8 detection system Using the same dataset they had gathered, the
Fakhri Ikhwanul - .
s Model for that is less researchers further assessed the YOLOv8 model's
Alifin, . . YOLO v8 o .
Detecting accurate without - performance and contrasted it with other object
Ikhwanussafa . . di Algorithm dentificati del h
Sadidan. Indri Drowsiness in lirect contact identification models, such as SSD-Resnet,
Purwita’Sa Car Drivers with the driver. YOLOV3, and YOLOV5. According to the
. v, evaluation results, YOLOV8 exhibits superior object
Ulinnuha Latifa, identificati houdh its f )
2023 [9] identification accuracy even though its frame rate is
50 FPS lower than SSD-Resnet's.
Early Detection Previous research successfully developed a
Rhadis Steffani of Microsleep in The system has microsleep early detection system based on the
Sautril. Aulia Four-Wheeled difficulty lightweight and efficient YOLO v8n algorithm,
putri, AL Vehicle Drivers detecting when enabling high-precision real-time recognition of a
Apriliani, Rizky h h he dri YOLO v8 driver’ uati Its d d
Syahrul Amar Through Eye the driver tums Algorithm river's eye state. Evaluation results demonstrate
Lola Yorita Ast;'i Images Using the  their head or tilts outstanding performance with mAP@0.597.9%,
2025 [10] ' YOLOv8 their head. precision 97.2%, recall 96.7%, and an F1 score of
Algorithm 0.97, proving extremely low detection error under
various lighting conditions
PZr%Fnow\ﬁe The research results show that optimizing
Analvsis RoboFlow significantly improves YOLOV8's ability
Saepudin, Y - to recognize emotional facial expressions, with
. Roboflow Face detection is . . -
Nana Sujana, A - higher accuracy than models trained without
; Optimization for often inaccurate L2 o - - .
Muhamad Malik Emotional Facial due to poor data YOLO v8 optimization. In addition, there is also an increase in
Mutoffar, Alfian : po Algorithm processing time efficiency, making the model
Expression quality. - b B -
Azzam Haryanto, Detection with suitable for real-time applications. This study
2024 [11] Machine demonstrates that combining YOLOV8 and
. RoboFlow results in a more reliable and efficient
Learning . . . -
model for recognizing emotional facial expressions.
In this project, we used the YOLO (You Only Look
The results are Once) V8 object recognition system to train the data
Driver quite good, but set. This model successfully recognized both
P.Vijay Bhaskar Drowsiness remain weak in classes (asleep and awake) as specified in the data
Reddy, S.Sai - terms of YOLO v8 set and successfully recognized and monitored the
Monitoring - 2 o
Rachana, 2023 System Usin performance Algorithm driver's condition.
[12] Y Yolovs Y evaluation and Our accuracy reached 91.1%. This model is faster

error analysis.

and more accurate than other models based on the
KNN algorithm because it
recognizes objects in one step, not in two stages.

2.2. Microsleep

Microsleep is a very brief phase of sleep that usually lasts only a few hours, although it can also result
in prolonged periods of inactivity. This phenomenon often occurs without anyone realizing it, and can happen
when someone is sitting in a focused state, especially when they are driving, especially when they are feeling
very sad or sleepy. Microsleep often occurs in situations that require a high level of alertness, such as when
you feel sleepy, which can help you and others around you. Because the brain needs to be active to get
information from the surrounding environment in a timely manner, when microsleep occurs, drivers can lose
control of their vehicles. And this is one of the main causes of traffic accidents, especially when traveling long
distances or at night [13].
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2.3. Artificial Intelligence (Al)

The creation of robots or systems that can mimic human intellect and reasoning particularly in terms
of decision-making, problem-solving, and even pattern recognition is the focus of the computer science
discipline known as artificial intelligence (Al). Al is designed to make it possible for computers to do specific
tasks reliably and automatically, possibly eliminating the necessity for peaceful human contact. One of Al's
main characteristics is its ability to learn from data and function in a chaotic environment. With this skill, Al
can not only execute statistical orders but also adapt to its environment and operating context. Modern Al has
developed largely due to large-scale data analysis and automated learning techniques like machine learning
and deep learning, which form the basis of many Al applications today [14].

2.4. Machine learning

Machine learning (ML), a branch of artificial intelligence, develops methods for systems to learn from
data. To put it briefly, machine learning algorithms make predictions or judgments about new data by using
historical data. In the domain of microsleep detection, machine learning allows computers to analyze the
aspects of drowsiness based on visual characteristics identified from photographs of people or floors. The
ability of machine learning to generalize from historical data makes it an essential tool for developing reliable
systems. YOLO (You Only Look Once), a machine learning technique utilized in photo applications, is one
type of deep learning-based object recognition technique used in this study to identify conditions in real time
[15].

2.5. Deep learning

A subfield of machine learning called “deep learning” uses the design of a deep neural network to
analyze and interpret data. This approach is inspired by the way people decipher patterns and draw inferences
from their experiences. Deep learning is particularly useful in dealing with high-dimensional data, such as text,
writing, and images, as it can automatically extract features from raw data. In image processing, deep learning
- specifically, the Convolutional Neural Network (CNN) architecture - is used for accurate image classification,
object evaluation, and localization. One of the main benefits of deep learning is its ability to make complex
representations of features without the need to create human features, making it ideal for applications such as
camera-based partial sleep detection [16].

2.6. Roboflow

Roboflow is a web platform that offers features related to dataset management. Roboflow is a
computer vision development framework that enables better data collection, preprocessing, and model training
techniques. Roboflow allows users to share datasets while processing them, annotate or label objects to be
detected using selection frames, and preprocess datasets, for example by converting them to grayscale and
augmenting them using Roboflow. To test object detection, a dataset is required at the data acquisition stage
(data collection), which poses a challenge for researchers who need to collect a dataset of high-quality vehicle
images for object detection [17].

2.7. You Only Look Once (YOLO)

YOLO, which stands for “You Only Look Once”, is one of the deep learning-based object detection
algorithms designed to identify and locate objects in images or videos in real time. It describes the traditional
method of working in object detection, which is often done through two stages: classification and region
proposal (the study of regions that may include objects). In contrast to these approaches, YOLO reduces the
process to a single-stage detector, where the model performs detection and classification in one forward pass
on each image[18]. The YOLO V8 architecture is shown in Figure 2.

YOLO works quickly because all predictions are made simultaneously in one pass, which makes it
ideal for real-time applications. In the learning process, the model teaches the relationship between visual
characteristics and object locations based on pre-labeled datasets. Each bounding box has dimensions (width
and height), location information (x, y), and probability values associated with a particular object class. To
display prediction results and predict overlap, YOLO also uses the Non-Maximum Suppression (NMS)
technique, which only strengthens the predicted boxes with the highest scores[20].

2.8. Obiject Detection

A computer vision and image analysis approach called object detection is used to locate and identify
one or more objects in an image or video. Object detection provides information in the form of bounding boxes
and labels for the identified objects, unlike biased image classification, which only provides labels for the entire
image. This method makes it easier to achieve the two main goals of object localization and object
classification. One of the most widely used and popular object detection methods is the YOLO (Look Only
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Once) method. This method is highly effective and ideal for real-time applications such as drowsiness detection
systems as it can identify multiple objects in a single operation [21].
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Figure 2. YOLO V8 Architecture [19]

2.9. Confusion Matrix

One type of tabular representation used to evaluate the performance of classification models is the
confusion matrix. This matrix compares the labels derived from the data (actual classes) with the predictions
made by the model (predicted classes). The three main components of this matrix are: True Positive (TP), False
Positive (FP), True Negative (TN), and False Negative (FN) in the basic form of binary classification [22].

This matrix can be used to generate different evaluation metrics, such as F1 score, precision, recall,
and accuracy. These metrics are useful for evaluating the strengths and weaknesses of the model, especially in
cases where the distribution of students is not uniform. Predictions with loU > 0.5 are considered as true
positives, while predictions with loU < 0.5 are categorized as false positives or false negatives. The confusion
matrix also displays the detection results based on the loU associated with object detection [23].

3. RESULTS AND ANALYSIS

A number of performance measures and visual diagnostics were used to assess the YOLOv8
microsleep detection system. The model was evaluated using validation data that represented three
predetermined focal point and microsleep classes after it had been trained on around 3,458 annotated pictures.
Training curves, model accuracy measures, and matrix analysis were used to evaluate performance. The model
is also captured by a camera in this study, and the data is analyzed by a Raspberry Pi before being sent to a
You Only Look Once (YOLO) V8 for processing to an LED and buzzer.

3.1. Collection Dataset
The system needs a collection of pictures or videos of the user in different states, such as motion and
focus, in order to proceed with the initial stage, data collecting (Figure 3).

Focus Condition

Figure 3. Collection Dataset Microsleep
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A dataset of driver face photos in several conditions, including awake, eyes open, and non-drowsy, is
displayed in Figure 3. The driver's eyes are half-closed or closed when they are drowsy, and they yawn.

3.2. Labelling Dataset

The labeling process is an important step in deep learning-based microsleep detection systems such
as YOLOV8. Its purpose is to provide the model with structured data on the location and classification of the
items to be identified. This procedure is performed after the collection of facial image data from several
sources, including videos, live cameras, and external databases. A bounding box is used to annotate each
collected image, indicating where the driver's face is located. Next, a class is assigned to each object in the
image, such as focus for normal conditions or micro-sleep for drowsy conditions [24]. A dataset labelling
example can be seen in Figure 4.

Figure 4. Dataset labelling example

The model must distinguish between the driver's eyes being fully open (focused), half-closed, and
completely closed (microsleep) in the context of microsleep detection in Figure 4. The model's ability to
identify these important states when the driver is operating the vehicle increases with annotation accuracy and
consistency. Inaccurate class labels, missing faces, or redundant bounding boxes are examples of small labeling
errors that can drastically decrease the model's prediction accuracy. Therefore, monitoring the quality of
labeling is an important step in the data preparation process [24].

3.3. Pre-Processing Data

The initial action performed before using the data for training is called preprocessing. During this
phase, a number of transformation procedures are used to prepare the raw data, such as images taken by a
camera or external datasets. These procedures involve shrinking the image to fit the input model (640 x 640
pixels), normalizing pixels, changing the color format, and adding data (e.g., flipping, rotation, or brightness
modification) to increase the variety of data. Preprocessing is mostly done to ensure that all input data
represents the actual situation that the model will face and has a consistent structure and format [25].

Figure 5. Pre-Processing Data
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Figure 5 displays a collection of photos of the driver's face that have been analyzed and captioned.
Each image displays the outcome of the face area selection box using the class labels from the prior
classification step, which were partial sleep or attention.
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Figure 6. Exploration Visualization Dataset

The results of the initial exploration of the dataset are visualized in Figure 6 after the annotation
process but before model training. Since the image shows the class and bounding box distributions, as well as
differences in object size and location within the dataset, this visualization is an important component of the
data preparation step. This visualization can be used to determine whether the dataset is representative and
suitable for training with a detection model such as YOLOVS.

There is an imbalance in the data, as evidenced by the remaining class data exceeding the focal class
data in the bar graph on the top left, which displays the number of examples of each class. By increasing the
data in the minority class or changing the weights during training, this imbalance can prevent bias during
training. The facial objects are regularly distributed in the center of the image, as shown in the bounding box
overlay visualization on the top right, indicating a systematic and purposeful data collection procedure. The
coordinate distribution of the bounding box center, which is mostly centered around the center of the image, is
shown in the heat map on the bottom left. This shows that the faces of the objects are often centered in the
middle. In contrast, the size distribution of the bounding box in the bottom right falls within a predefined range
in terms of length and width, indicating consistent element dimensions that support model learning. Although
some tactics are required to overcome class imbalance, annotated data is often of high quality and structure for
use in training detection models.

3.4. Training
Training image processing, identifying patterns in each class, and evaluating model performance using
metrics such as loss, precision, recall, and MAP are all part of the training process.
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Figure 7. Confusion Matrix
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The first matrix in Figure 7 is the confusion matrix, which shows the percentage of predictions for
each category. For example, about 44% of the actual background data was not identified as focal, indicating a
large degree of uncertainty in the background category, while about 95% of the actual focal data was correctly
identified. The absolute version of the confusion matrix, which shows the number of correct model predictions,
comes in second. While there were still some prediction errors in other categories, including focus and
background, it is clear that the model performed very well in identifying partially silent data (256 accurate data
out of 274).
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Figure 8. Confusion Matrix PR

The recall-confidence curve, which shows the relationship between recall value and confidence level,
is first shown in Figure 7. Moving to the right (high confidence) causes the recall value to decrease
dramatically. This means that the number of correctly identified cases decreases when the model only makes
predictions at a high confidence level. This suggests that some data may not actually be observed despite the
model having high confidence in some predictions, especially in the partial sleep category which seems to
decline faster than the attention category. The confidence-accuracy curve, the second graph, shows the
relationship between confidence and accuracy. The accuracy value increases as the confidence level increases.
Predictions with higher confidence levels tend to be more accurate, as shown in this graph. In most confidence
ranges, the accuracy of the partial sleep category is greater than the accuracy of the attention category,
indicating that the model tends to be more accurate when predicting partial sleep with high confidence.
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Figure 9. Performance Graph YOLO V8

Figure 8 shows the accuracy, or the proportion of the model's predictions that are actually relevant.
For example, the accuracy value will decrease if the model incorrectly predicts too many “partial sleep” images.
The graph shows that the accuracy of the “Partial Sleep” category is somewhat greater than the accuracy of the
“Concentration” category, indicating that the model is very accurate and confident in identifying partial sleep
states. Recall refers to how accurately the model represents each scenario in the real world. A low recall rate
indicates that many cases were missed. The graph shows that the model did not miss too many “Focused” or
“Partial Sleep” events as the recall for both categories is very high and balanced. F1-Score provides a balanced
view of precision and recall by aligning the two. A high F1-Score indicates that the model is complete (high
recall) and also accurate (high precision). The graph shows that the F1-Score for both categories is almost the
same, which indicates that the model has a fairly consistent performance in both categories.

Intelligent Alert System With Yolo V8 Algorithm for... (Putri et al)



808 a p-ISSN: 2614-3372 | e-ISSN: 2614-6150

3.5. Testing

In the testing phase, new data is used to evaluate the ability of the trained YOLO model to determine
the driver's state, especially in distinguishing between attention and partial sleep. The purpose of this testing is
to see if the model can apply the information it has acquired during training to real-world scenarios that have
never been observed before.

Figure 10. Training Result

According to the test results in Figure 10, the model can recognize drivers' faces and use their eye
expressions to categorize their condition. The model classifies the eyes as “focused” with a fairly high
confidence level of 0.63 or 0.65 when the eyes are open. On the other hand, with confidence values between
0.47 and 0.71, the model categorized the eyes as “partially asleep” when the eyes were closed or microsleep.
The precision was 90.3%, accuracy was 91.3%, recall was 96.8%, and the F1 score was 93.9%, indicating that
the model consistently recognized concentration and microsleep conditions across various scenarios.

When compared to previous studies that used older versions of YOLO, there was a significant
improvement in performance. Research by Virgiawan et al. using YOLOV3 showed that the system was capable
of real-time object detection but was still limited to object-level analysis and had not been specifically
optimized for driver facial conditions or microsleep [3]. Meanwhile, research by Indra et al. that applied
YOLOVS5 for driver drowsiness detection obtained fairly good results, but used a relatively small dataset (247
images), thus potentially limiting the model's generalization ability in various lighting and face angle conditions
[4]. Compared to the two studies, the use of YOLOVS in this study showed more stable and consistent
performance, especially when implemented on devices with limited resources such as Raspberry Pi. This is in
line with the findings of Armin et al., who reported that YOLOV8 has higher detection accuracy than YOLOv3
and YOLOVS5, despite a slightly lower frame rate [9]. In addition, Saputri et al.'s research also reported
YOLOv8's very high performance in microsleep detection with precision and recall values above 96% in
varying lighting conditions [10].

The main difference that is the advantage of this study is the success in maintaining high performance
on the Raspberry Pi platform, which has computational limitations compared to PCs or high-end GPUs. Reddy
and Rachana's research reported an accuracy of 91.1% using YOLOVS, but the evaluation of hardware
performance and error analysis was still limited [12]. In contrast, this study shows that with dataset
optimization, training conFigureuration, and parameter adjustment, YOLOVS is still able to work optimally on
embedded systems without relying on cloud computing.

4. CONCLUSION

Testing results on 3,458 datasets show that the YOLOv8 model is capable of performing quite well.
Overall, the system achieves an accuracy of 90.3%, with an average accuracy of 91.3% and a recall of 96.8%
for the two main classes, namely concentration and microsleep. The F1 score of 93.9% shows a good balance
between the model's ability to identify drowsiness states and avoid detection errors. This result confirms that
the system is capable of consistently detecting signs of microsleep in most test scenarios.

The developed system shows good detection capability even in less than ideal lighting conditions,
such as when there is backlighting behind the driver. Under these conditions, the face can still be detected and
classified fairly consistently, whether the eyes are open or beginning to close. This shows that the YOLOv8
model is capable of adapting to variations in light intensity and changes in the direction of the light source.
However, test results also show that under certain conditions, particularly when the driver is focused, the
microsleep label often appears at the same time as the “focus” label, resulting in double detection (double
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labeling). This shortcoming can lead to unnecessary alerts. It is therefore necessary, in future research, to
improve the dataset, increase the quality of annotations, and adjust the confidence threshold, particularly in
extreme lighting conditions and with more varied face angles, as well as improve the consistency of annotations
so that the model can better distinguish between concentration and microsleep.
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