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 Forest Health Monitoring (FHM) is a method for monitoring forest 

health conditions using various ecological indicators, such as tree 

canopy density and transparency. This research aims to evaluate the 

performance of the EfficientNet model in classifying the density and 

transparency values of broadleaf and coniferous tree canopies. The 

dataset consists of 3,956 tree canopy images collected from Tahura 

Wan Abdul Rachman (WAR), a conservation forest in Lampung, and 

is divided into 10 classes based on magic cards. Magic cards are a 

learning medium in the form of picture cards containing values of 

density and transparency. This research uses the EfficientNet-B0 

architecture with certain training parameters. The results show that 

the EfficientNet-B0 model provides the best performance with an 

accuracy of 90.00%, a precision of 97.00%, a recall of 97.00%, and 

an F1-score of 97.00%. This research shows that EfficientNet can be 

used effectively to assist decision making related to automatic visual 

monitoring of forest health. 
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1. INTRODUCTION  

This research aims to measure the EfficientNet performance in identifying canopy density and 

transparency values for broad leaved and needle leaved species using the Forest Health Monitoring (FHM) 

method. This research is useful for facilitating monitoring work that was previously only measured using a 

magic card tool. This magic card is a model design containing a range of density and transparency values. 

Density and transparency values are among the parameters used in this FHM method. Forests are very 

important ecosystems for life on earth. As a repository of biodiversity, forests provide habitat for various 

types of plants and animals. Some types of plants are broad leaved and needle leaved trees. One way to store 

information and data in the forest can be obtained through the FHM method [1]. FHM is a method for 

monitoring, assessing, and reporting on current status, changes, and long-term trends using ecological 

indicators [2]. There are five parameters for assessing the condition of the canopy, including crown density 

and foliage transparency [3]. Measurement of canopy density and transparency currently uses a magic card. 

This method less effective because it relies on direct vision and then compared with the value on the magic 

card [4]. Classification of canopy density and transparency values can utilize digital image processing 

technology to simplify and increase work effectiveness. The way to facilitate this identification requires deep 

learning technology. 

Deep Learning is a part of computer vision that is often used to recognize and classify an image 

object. The way deep learning works is neatly arranged to form an algorithm that can continue to develop 
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along with the needs and utilization of technology [5]. Convolutional Neural Network (CNN) in the process 

is divided into feature extraction layer and fully-connected layer [6]. Feature extraction layer is used to 

extract features from the image and then store them for use in the next stage, namely the fully connected 

layer. The fully-connected layer stage is a stage in the process of classifying objects in the image. One of the 

Convolutional Neural Network architectures is EfficientNet. EfficientNet is a development carried out by 

CNN to obtain the best accuracy, as well as increase model efficiency by reducing trainable parameters [7].  

EfficientNet is one of the CNN architectures that was created to make it easier for CNN to enlarge 

its training scale without having to scale it manually. CNN initially required manual model scaling and 

manual tuning, to be able to read large input image resolutions and expand or deepen the CNN scale [8]. 

EfficientNet is the result of further learning to increase the scale and efficiency of CNN. This architecture is 

more efficient especially in terms of small size and processing speed [9]. EfficientNet is basically adapted 

from MobileNetV2 and MnasNet by using Mobile Inverted Bottleneck Convolution (MBConv) as its layer 

[10]. EfficientNet was chosen for this research because EfficientNet has a depth, width, and resolution 

scaling of the model so that it can perform very well in classification. In this research, EfficientNet will be 

used to identify one of the parameters, namely the density and transparency values of broad leaved and 

needle leaved tree crowns using the FHM method for forest health. 

 

2. RESEARCH RELEVANT 

 Previous research by Sofiyana [11] identified the density and transparency scales of broad leaved 

tree canopies using the MobileNet architecture for classification. Accuracy results in the testing process for 

cocoa trees (94.20%), durian trees (87.50%), rubber trees (97.90%), and candlenut trees (98.70%) were 

obtained. Previous research conducted by Octarina [12] identified the canopy density and transparency scales 

of broad leaved trees. This research used the VGG-16 architecture for classification. Accuracy testing results 

were 92.00% for cocoa trees, 86.60% for durian trees, 96.60% for rubber trees, and 98.40% for candlenut 

trees. 

Previous research on canopy density and transparency in coniferous trees was conducted by Tarigan 

[13]. The CNN architecture used in this study was VGG-16. Accuracy results reached 90.00% for pinus 

merkusii, 92.00% for araucaria heterophylla, 96.00% for cupressus retusa, and 99.00% for shorea javanica. 

This research by Safe'I [2] as an application of deep learning related to forest health. Two CNN architectures 

were used in this study: LeNet and MobileNet. The model with the LeNet architecture achieved 88.99% 

accuracy, while the model with the MobileNet architecture achieved 99.06% accuracy. Research related to 

the use of the EfficientNet B0-B7 architecture has been conducted Himel[9] for the automatic identification 

and classification of sheep breeds in the context of smart farming. This study used 1680 images (420 images 

for each breed). The dimensions of each image were 156 × 181. During the training phase, all images were 

resized to 224 × 224. This study achieved an accuracy value of 97.62%. 

 

3. RESEARCH METHOD  

This research uses the EfficientNet B0 architecture evaluation model with fixed hyperparameters 

such as Learning Rate, batch size, epoch, optimizer.The evaluation will produce accuracy, precision, recall, 

F1-score, confusion matrix. This research was conducted at the Computer Science Department, Faculty of  

Mathematics and Natural Sciences (FMIPA), and Tahura WAR Sumber Agung, Kemiling [14], Bandar 

Lampung. In Figure 1 there is a research flow in this study. 

 

 

Figure 1. Research Design 

 

2.1 Data Collection 

The dataset collected is the image of broadleaf and needleleaf tree crowns. The top of a tree consists 

of a number of branches, leaves, twigs, and fruit. The distance between tree plants affects the shape and 

location of the crown. Trees that have a limited spread have small, upward-growing crowns, while trees that 
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have a wide spread have wide or laterally inclined crowns [15]. The obtained broadleaf and needle species 

consisted of 8 tree species using 2,956 images of four broadleaf tree species, namely Theobroma cacao which 

is characterized by an average height between 4 to 8 meters, and rarely grows up to 20 m. This tree has dark 

gray bark. Theobroma cacao has leaves that range from 20 to 35 cm long and 6 to 10 cm wide [16], Durio 

zibethinus which has a height of 20-50 meters with a brown trunk. Durian has leaves with varying lengths 

and widths. The length of durian leaves ranges from 6-12 cm and the width of the leaves ranges from 2-4 cm 

[17], Hevea brasiliensis which has an average height of 25-30 meters, but in some cases the height of the tree 

can exceed 30 meters. Havea brasiliensis mostly has a tall canopy, a distinctive cone-shaped crown, a 

cylindrical trunk, and a generally enlarged base [18],  

Aleurites moluccana is characterized by a height ranging from 10 to 40 meters and a trunk diameter 

of up to 110 cm [19]. Candlenut has a white, grayish white or slightly dull white dry wood color with a 

slightly rough texture and has straight fibers usda 2024 and used 1,000 images of four types of needle leaf 

type trees, namely araucaria heterophyllia which has the characteristics of Trees are described by branches 

that grow evenly, look like rough needles, forming three-sided vertical lines, pinus merkusii which has the 

characteristics of tree height reaching 20-40 meters and trunk diameter can reach 100 cm. 

The outer bark of the trunk has a rough texture with a brownish gray to dark brown color, cupressus 

retussa scaly leaves, about 2-6 mm long, arranged crosswise, and can last for three to five years, and sorea 

javanica overlapping fruit petals and thicker in the middle, has a number of chromosomes x = 7, skin that 

varies from gray to blackish, with a smooth surface, striated, scaly, to peeling[13]. The image was taken by 

standing under the tree at a distance of 10-20 cm from the trunk. The initial image dimensions were 

1600×1600 pixels. 

 

2.2 Data Labeling 

The data used amounted to 3,956 canopy images from 8 tree species (4 broad leaves, 4 needle 

leaves), each classified into 10 classes. To balance the data when processing the dataset, down sampling and 

up weighting were carried out on the majority class to 4,000 datasets. Balancing the dataset makes model 

training easier because it helps prevent the model from being biased towards a class. Density and 

transparency classes are named from the 1-100% range. For example, if density is 15% and transparency is 

95%, each class is named CD15TF95. Tables 1 and 2 are tables containing the number of images per tree 

type in each density and transparency class. 

 

Table 1. Number of Canopy Density and Transparency Images For Each Type Of  

Broad Leaf Tree In The Canopy Density and Transparency Classes 

Density and 

Transparency Classes 

Number of Images of Density and Transparency of the Crown of 

Each Type of Broad-leaf Tree 

Theobroma 

cacao 

Durio 

zibethinus 

Hevea 

brasiliensis 

Aleurites 

moluccana 

CD5FT95 50 50 50 50 

CD15FT85 50 50 50 50 

CD25FT75 50 50 50 50 
CD35FT65 50 50 50 50 

CD45FT55 50 50 50 50 

CD55FT45 50 50 50 50 
CD65FT35 50 50 50 50 

CD75FT25 50 50 50 50 

CD85FT15 50 50 50 50 

CD95FT5 50 50 50 50 

Total Per Tree Type 500 500 500 500 

Total 2.000 

 
Table 2. Number of Crown Density and Transparency Images of Each Type of  

Coniferous Tree In The Crown Density and Transparency Class 

Density and 
Transparency Classes 

Number of Images of Density and Transparency of the Canopy of 

Each Type of Coniferous Tree 

Araucaria 

Heterophyllia 

Pinus 

Merkusii 

Cupressus 

Retussa 

Sorea 

Javanica 

CD5FT95 50 50 50 50 

CD15FT85 50 50 50 50 
CD25FT75 50 50 50 50 

CD35FT65 50 50 50 50 

CD45FT55 50 50 50 50 
CD55FT45 50 50 50 50 

CD65FT35 50 50 50 50 

CD75FT25 50 50 50 50 
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Density and 
Transparency Classes 

Number of Images of Density and Transparency of the Canopy of 
Each Type of Coniferous Tree 

Araucaria 

Heterophyllia 

Pinus 

Merkusii 

Cupressus 

Retussa 

Sorea 

Javanica 

CD85FT15 50 50 50 50 
CD95FT5 50 50 50 50 

Total Per Tree Type 500 500 500 500 

Total 2.000 

 

2.3 Data Preprocessing 

The first step in preprocessing is changing the image dimensions (resize) and increasing the number 

of images with data augmentation. Resizing is done by changing the image dimensions from 1600 × 1600 

pixels to 224 × 224 pixels. Resizing is done to reduce the computational load.  

 

2.4 Data Split 

The labeled dataset is then divided into three parts, namely training data, validation data, and test 

data. This division of the dataset is a validation set method. Training data for broadleaf and needle tree 

crowns is 70% of each tree type. Validation data for broadleaf and needle tree crowns is 15% of each tree 

type. Test data for broadleaf tree crowns is 15% of each tree type. Data division uses assistance from the 

sklearn library. Table 3 explains the results of training, validation, and test data. 

 

Table 3. Number of broadleaf and needle-leaf tree canopy data for each tree type. 

Subsets 

Number of Tree Head Data of Broad Leaf Type 

Theobroma 

Cacao 

Durio 

Zibethinus 

Hevea 

Brasiliensis 

Aleurites 

Moluccana 

Training Data 350 350 350 350 

Validation Data 75 75 75 75 
Test Data 75 75 75 75 

 

Subsets 

Number of Tree Head Data of Needle Leaf Type 

Araucaria 

Heterophyllia 

Pinus 

Merkusii 

Cupressus 

Retussa 

Sorea 

Javanica 

Training Data 350 350 350 350 

Validation Data 75 75 75 75 
Test Data 75 75 75 75 

 

2.5 EfficientNet Model 

This study applies the EfficientNet architecture to image classification tasks. Classification of 

header images using T4 GPU (Graphics Processing Unit) available on Google Colab online. EfficientNet 

architecture is used to train each type of tree with several configurations. The determination of the value 

of each hyperparameter does not have a definite number or type. The number and type of 

hyperparameters to obtain the appropriate combination can be done through experiments on the training 

dataset. Table 4 shows the results of the Efficientnet model training. 

 

Table. 4. EfficientNet Model Training Results for Classification of Tree Crown Density  

and Transparency Values of Broad and Needle Leaves 

EfficientNet  Model Training Results for Tree Crown Density and 

Transparency Value Classification 
Accuracy Loss 

Training Data 97,68% 61,00% 

Validation Data 88,33% 79,92% 

  

2.6 Epoch 

Epoch is the result that determines the value of the training process. Epoch is successfully read when 

the entire training data has been learned by the model in each batch  [20]. In Figure 2 there is a visualization 

of the accuracy and loss of the epochs used. 
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Figure 2. Accuracy and Loss Epoch 

 

4. RESULTS AND ANALYSIS  

This research proves that the results of the confusion matrix (see Figure 3) in testing the EfficientNet 

model for classifying the density and transparency values of broadleaf and needle-leaf tree crowns produce a 

diagonal shape and successfully read more than 50% of images. 

 

 

Figure 3. Confusion matrix results in testing the EfficienNet model for classifying the density and 

transparency values of wide and needle-like tree crowns 

 

Precision, Recall, and F1-Score Results of EfficientNet Model for Tree Crown Density and 

Transparency Classification can see table 5. 
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Table 5. Manual calculation results of Precision, Recall, and F1-Score of EfficientNet  

Model Classification of Tree Crown Density and Transparency Values 

Class TP FN FP TN Precision Recall F1_Score Accuracy 

D05_T95 58 2 3 537 0.9508 0.9666 0.9586 0.9916 

D15_T85 57 3 5 535 0.9193 0.9500 0.9344 0.9866 

D25_T75 56 3 8 532 0.8769 0.9500 0.9120 0.9816 
D35_T65 55 6 6 534 0.9000 0.9000 0.9000 0.9800 

D45_T55 53 9 2 538 0.9622 0.8500 0.9026 0.9816 

D55_T45 51 9 11 529 0.8225 0.8500 0.8360 0.9666 
D65_T35 53 8 6 534 0.8965 0.8666 0.8813 0.9766 

D75_T25 50 9 4 536 0.9272 0.8500 0.8869 0.9783 

D85_T15 49 8 7 533 0.8813 0.8666 0.8739 0.9750 
D95_T05 57 3 5 535 0.9193 0.9500 0.9344 0.9866 

Average 0.9056 0.9000 0.9020 0.8983 

 

 The confusion matrix calculation is the result of object classification and error generated by the 

model. The number of correct and incorrect predictions will be calculated in the confusion matrix and then 

produce an overall prediction for each class. Confusion matrix consists of accuracy, precision, recall, and f1-

score.  Confusion matrix has an assessment measure through four main matrices, True Positive (TP), True 

Negative (TN), False Positive (FP), and False Negative (FN) [21]. Can be seen in Table 5 and compare the 

results of the EfficientNet model with previous research on tree crown density classification and transparency 

values in Table 6. 

 

Table 6. Results of the EfficientNet Model with previous research on  

Tree Crown Density and Transparency Value Classification 

No. Result Research Sofiyana[11] Tarigan[13] 

1. Dataset 3.965 2.965 1.000 

2. Class 10 classes 10 classes 10 classes 
3. Tree Types 8 Tree Types 4 Tree Types 4 Tree Types 

4. Architecture EfficientNet MobileNet VGG-16 

5. Accuracy average 98.05% 74.785% 94.25% 

 

5. CONCLUSION  

The development of the EfficienNet model for classifying broadleaf and coniferous tree canopy 

density and transparency values yielded a training data accuracy of 97.68%, a validation data accuracy of 

88.33%, and a test data accuracy of 90.00%. The classification model for broad and needles leaved and 

coniferous tree canopy density and transparency values yielded a training data loss of 61.00% and a 

validation data loss of 79.92%. This demonstrates EfficienNet's ability to be used for classification. Other 

factors influencing the model's performance in classifying density and transparency values are the 

hyperparameters and model structure used. These hyperparameters and model structure were obtained 

through a fine-tuning process. Experiments conducted using the most optimal hyperparameter configuration 

and model structure, although the resulting model failed to overcome overfitting. 

 

REFERENCES  
[1] M. K. Haruni Krisnawati, Maarit Kallio, “Ecology , silviculture and productivity,” Cent. Int. For. Res., no. 

January, 2011. 

[2] R. Safe’i, Z. Nopriyanto, R. Andrian, and K. Muludi, “Implementasi Metode CNN Computer Vision Dalam 

Identifikasi Tipe Kerusakan Pohon Berbasis FHM,” InComTech  J. Telekomun. dan Komput., vol. 13, no. 1, p. 

69, 2023, doi: 10.22441/incomtech.v13i1.16022. 

[3] R. Safe’i, H. Kaskoyo, A. Darmawan, and Y. Indriani, “Kajian Kesehatan Hutan dalam Pengelolaan Hutan 

Konservasi,” ULIN J. Hutan Trop., vol. 4, no. 2, p. 70, 2020, doi: 10.32522/ujht.v4i2.4323. 

[4] U.S. Environmental Protection Agency, “Forest Health Monitoring - Field Methods Guide.” p. 266, 1994. 

[5] L. Alzubaidi et al., Review of deep learning: concepts, CNN architectures, challenges, applications, future 

directions, vol. 8, no. 1. Springer International Publishing, 2021. 

[6] P. Borugadda, R. Lakshmi, and S. Govindu, “Classification of Cotton Leaf Diseases Using AlexNet and Machine 

Learning Models,” Curr. J. Appl. Sci. Technol., vol. 40, no. 38, pp. 29–37, 2021, doi: 

10.9734/cjast/2021/v40i3831588. 

[7] A. S. Almryad and H. Kutucu, “Automatic identification for field butterflies by convolutional neural networks,” 

Eng. Sci. Technol. an Int. J., vol. 23, no. 1, pp. 189–195, 2020, doi: 10.1016/j.jestch.2020.01.006. 

[8] P. A. Arjun, S. Suryanarayan, R. S. Viswamanav, S. Abhishek, and T. Anjali, “Unveiling Underwater Structures: 

MobileNet vs. EfficientNet in Sonar Image Detection,” Procedia Comput. Sci., vol. 233, pp. 518–527, 2024, doi: 

10.1016/j.procs.2024.03.241. 

[9] G. M. S. Himel, M. M. Islam, and M. Rahaman, “Utilizing EfficientNet for sheep breed identification in low-

resolution images,” Syst. Soft Comput., vol. 6, no. February, p. 200093, 2024, doi: 10.1016/j.sasc.2024.200093. 



IJAIDM p-ISSN: 2614-3372 | e-ISSN: 2614-6150  

 

Development of EfficientNet Model on Broad and… (Hernani et al) 

465 

[10] M. Tan and Q. V Le, “EfficientNet : Rethinking Model Scaling for Convolutional Neural Networks,” 2019. 

[11] F. Sofiyana, R. Andrian, and R. Safe, “MobileNet untuk Identifikasi Skala Kerapatan dan Transparansi Tajuk 

Pohon Daun Lebar,” vol. 4, no. 3, pp. 1850–1859, 2023, doi: 10.30865/klik.v4i3.1476. 

[12] N. A. Octarina, R. Andrian, and R. Safei, “Classification of crown density and foliage transparency scale for 

broadleaf tree using VGG-16,” J. Soft Comput. Explor., vol. 4, no. 4, pp. 222–232, 2023, doi: 

10.52465/joscex.v4i4.251. 

[13] F. R. Tarigan, R. Andrian, and R. Safe’i, “Klasifikasi Skala Kerapatan dan Transparansi Tajuk Jenis Daun Jarum 

dengan VGG16,” MALCOM Indones. J. Mach. Learn. Comput. Sci., vol. 3, no. 2, pp. 253–263, 2023, doi: 

10.57152/malcom.v3i2.940. 

[14] D. G. Winarno, S. P. Harianto, T. Santoso, and S. Herwanti, Taman Hutan Raya Wan Abdul Rachman Lampung, 

vol. 1. 2019. 

[15] M. . Ir. Yustinus Suranto, “Aspek Kualitas Kayu Dalam Konservasi dan Pemugaran  Cagar Budaya Berbahan 

Kayu,” J. Konserv. Cagar Budaya Borobudur, vol. 06, pp. 87–93, 2012. 

[16] E. Jean-Marie, W. Jiang, D. Bereau, and J. C. Robinson, “Theobroma cacao and Theobroma grandiflorum: 

Botany, Composition and Pharmacological Activities of Pods and Seeds,” Foods, vol. 11, no. 24, 2022, doi: 

10.3390/foods11243966. 

[17] E. Yuniastuti, N. Nandariyah, and S. R. Bukka, “Karakterisasi Durian (Durio zibenthinus) Ngrambe di Jawa 

Timur, Indonesia,” Caraka Tani J. Sustain. Agric., vol. 33, no. 2, p. 136, 2018, doi: 

10.20961/carakatani.v33i2.19610. 

[18] O. C. Wei and S. B. A. Razak, “Rubber tree cultivation and improvement in malaysia: Anatomical and 

morphological studies on hevea brasiliensis and hevea camargoana,” J. Agric. Crop., vol. 7, no. 1, pp. 27–32, 

2021, doi: 10.32861/jac.71.27.32. 

[19] N. Tiralla, O. Panferov, and A. Knohl, “Allometric relationships of frequently used shade tree species in cacao 

agroforestry systems in Sulawesi, Indonesia,” Agrofor. Syst., vol. 87, no. 4, pp. 857–870, 2013, doi: 

10.1007/s10457-013-9602-4. 

[20] S. Afaq and S. Rao, “Significance Of Epochs On Training A Neural Network,” vol. 9, no. 06, pp. 485–488, 2020. 

[21] A. E. Maxwell, T. A. Warner, and L. A. Guillén, “Accuracy assessment in convolutional neural network-based 

deep learning remote sensing studies—part 1: Literature review,” Remote Sens., vol. 13, no. 13, 2021, doi: 

10.3390/rs13132450. 

  

BIBLIOGRAPHY OF AUTHORS  

 

Livia Ayu Istoria Hernani is a student at the University of Lampung. She has been registered since 2018 

and is working towards a Bachelor's degree in Computer Science. 

 

  

 

Rico Andrian In 1999, he earned his Bachelor's in Computer Science from the Faculty of Mathematics and 

Natural Sciences, Padjadjaran University. In 2013, By earning a Master of Science in computer science 

from Bogor Agricultural Institute's prestigious Faculty of Mathematics and Natural Sciences, he broadened 

his knowledge and experience. Since 2005, he has actively contributed his expertise as a lecturer in 

Lampung University's prestigious Computer Science Study Program, demonstrating his dedication to 

education 

  

 

Rahmat Safe’i has proudly served as an instructor at the Department of Forestry, Faculty of Agriculture, 

University of Lampung since 2006. His commitment to excellence in education and research has been 

recognized, as he has been entrusted with the honorable position of Head of the Master of Forestry Study 

Program starting in 2021. In 1999, he graduated with a Bachelor of Science in Forest Management from 

the IPB Faculty of Forestry. Subsequently, he continued his education to the master's level in the 

prestigious Forestry Science Study Program at the IPB Postgraduate Program, which he successfully 

achieved in 2005. With high dedication in his field, he continued his academic journey by earning his 

Doctorate in Forest Management Science from the College of Postgraduates in 2015. If you would like to 

get in touch with him, he can be reached 

  

 

Tristiyanto In 2003, he earned his Bachelor's in Computer Science from Gadjah Mada University. In 2011, 

By earning a Master in The University of Melbourne, Australia. Since 2015, he graduate his Doctor from 

Kanazawa University, Jepang. 

 

 

 


