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 Sales demand forecasting is crucial for inventory optimization in 

retail, especially for Micro, Small, And Medium Enterprises 

(MSMEs). This study examines the effect of entropy-based feature 

selection on the performance of a two-stage machine learning 

framework comprising K-Means clustering and Naive Bayes 

classification. The research was conducted on transactional data 

collected from a footwear MSME in Palembang, Indonesia, covering 

January to December 2024. Shannon Entropy and Information Gain 

were applied to identify and retain the most informative features 

before clustering and classification tasks. Two experimental 

scenarios were investigated: (1) using all features without selection 

and (2) applying entropy-based feature selection with Information 

Gain thresholds of 0.4 and 0.5 for category-based and quantity-based 

targets, respectively. The first scenario yielded moderate 

performance, with a Silhouette Score of 0.5747 and a classification 

accuracy of 96.97%. In contrast, the second scenario demonstrated 

superior results, achieving a Silhouette Score of 0.6261 and a 

classification accuracy of 99.49% when quantity sold was used as the 

target variable. These findings indicate that entropy-based feature 

selection reduces data dimensionality, enhances clustering 

compactness, and improves classification accuracy. This research 

contributes to the field by presenting a practical framework for sales 

demand forecasting in retail environments. Future work will focus on 

integrating additional contextual variables, such as seasonal trends 

and promotions, and validating the system in real-world retail 

settings.  
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1. INTRODUCTION  

In the Industry 4.0 era, Information and Communication Technology (ICT) has significantly 

transformed various sectors, including Micro, Small, and Medium Enterprises (MSMEs). One notable impact 

is the enhancement of operational efficiency through the use of digital systems. The shift from manual to 

data-driven processes improves productivity, broadens market reach, and reduces operational costs [1]. In 

Indonesia, MSMEs are a vital pillar of the economy, contributing approximately 60% to the Gross Domestic 

Product (GDP) and employing over 97% of the workforce [2]. Despite their importance, many MSMEs still 

rely on manual stock recording and transaction processes. According to the 2023 Business Fitness Index by 
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OCBC Indonesia, around 80% of MSMEs manage stock and financial records manually, particularly in rural 

and semi-urban areas. This practice often results in data inaccuracies, overstock, and stockouts, which hinder 

operational continuity [3]. 

Various machine learning techniques have been introduced to improve stock management in 

MSMEs. Decision Tree and Seasonal Autoregressive Integrated Moving Average (SARIMA) are commonly 

used methods. However, Decision Tree algorithms are susceptible to overfitting if pruning is not optimally 

performed [4], while SARIMA, although effective for seasonal time series, underperforms when handling 

categorical data such as product variations in size, color, and model [5][6]. To address these challenges, 

studies have explored the use of K-Means clustering and Naive Bayes classification for demand forecasting. 

K-Means effectively groups products based on sales trends, such as categorizing shoe products into high, 

medium, and low sales groups [7]. Meanwhile, Naive Bayes classifiers have demonstrated accuracy rates up 

to 91.43% in forecasting demand based on historical sales data [8]. However, most existing works do not 

incorporate feature selection, which may lead to increased computational load and potential overfitting [9]. 

Feature selection methods such as Information Gain and Shannon Entropy have been proposed to 

enhance model performance. Information Gain helps identify the most relevant features and reportedly 

improves prediction accuracy by approximately 6.7% [10]. Shannon Entropy assists in quantifying data 

uncertainty and has been shown to strengthen K-Means clustering quality [11]. The novelty of this study lies 

in integrating Shannon Entropy and Information Gain within a unified stock prediction framework. Shannon 

Entropy is first applied to measure feature uncertainty, followed by Information Gain to evaluate feature 

relevance. This combination enables effective feature selection by retaining only the most informative 

attributes. The selected features are then used for clustering with K-Means and demand prediction with Naive 

Bayes. This integrated approach addresses issues such as high computational complexity, clustering 

instability, and reduced prediction accuracy, thereby enhancing inventory management for MSMEs. This 

integration of entropy-based feature selection into both clustering and classification pipelines for MSME 

stock prediction has not been extensively studied in prior literature, making this research a novel 

contribution. 

 

2. RESEARCH METHOD  

 This study employs a quantitative experimental approach to evaluate the impact of entropy-based 

feature selection on two machine learning tasks in sales demand forecasting: clustering using the K-Means 

algorithm and classification using the Naive Bayes algorithm. The research workflow consists of two main 

phases. First, K-Means clustering is applied to group products into numeric clusters based on sales and stock 

features. These clusters are then interpreted and used as target classes (Fast-Moving, Moderate-Moving, and 

Slow-Moving) in the second phase, where demand classification is performed using the Naive Bayes 

algorithm. 

Entropy-based feature selection, using Shannon Entropy and Information Gain, is introduced before 

both tasks to reduce dimensionality and enhance model performance. Two evaluation scenarios are 

considered: 

1. Using all features without selection. 

2. Applying entropy-based feature selection 

 

The complete workflow, including data collection, preprocessing, feature selection, clustering, 

classification, and evaluation, is illustrated in Figure 1. 

 

2.1.  Research Design 

 This research employs an experimental design, where the independent variable is the application of 

Shannon Entropy and Information Gain for feature selection, and the dependent variables are the 

performance metrics of the K-Means and Naive Bayes algorithms. Specifically, K-Means is used for 

clustering products into demand groups, while Naive Bayes is applied for demand classification using the 

clusters as target classes. The performance is measured in terms of clustering quality and classification 

accuracy. The objective of this study is to evaluate whether entropy-based feature selection can enhance 

predictive accuracy and reduce computational complexity. 

 

2.2. Data Collection 
 The dataset for this study was obtained from Toko Shafa, a micro, small, and medium enterprise 

(MSME) specializing in footwear and sandals, located in Palembang, Indonesia. The dataset spans 

transactions from January to December 2024 and provides comprehensive information required for sales 

demand forecasting. It includes three main categories of data: sales records, stock management records, and 

temporal attributes. 
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The sales data contains attributes such as product ID, product name, category, type (casual, formal, 

or sport), price, and transaction date. Stock data comprises the initial stock, units sold, and ending stock for 

each product. Temporal attributes, including the day, month, and season of each transaction, are crucial for 

identifying seasonal trends and patterns in sales. This dataset was collected using a combination of direct 

observation, structured interviews with the store’s management, and documentation of transactional records. 

The selected data provides a representative case study for testing the proposed feature selection and machine 

learning methods in real-world MSME contexts. 

 

 

Figure 1. Research Workflow 

 

2.3. Data Preprocessing 
 Data preprocessing was conducted to prepare the dataset for further analysis by ensuring data 

quality and transforming it into a format suitable for machine learning algorithms. This stage consists of 

cleaning, handling missing values, and normalization. In the cleaning stage, irrelevant, inconsistent, and 

duplicate records were identified and removed to minimize noise and improve model performance [12]. 

Missing values were addressed using statistical imputation methods, such as mean and median for numerical 

attributes, and mode for categorical attributes. Records with excessive missingness were excluded to avoid 

bias in the analysis [12][13]. 

Normalization was performed to scale numerical features uniformly, ensuring they contributed 

equally in distance-based computations such as K-Means clustering. Two normalization techniques were 

applied The Min-Max Scaling method rescaled each feature to a specified range, typically [0,1], using the 

formula [14]: 

 

X′ =
X−Xmin

Xmax−Xmin
                  (1) 

              

 Where X is the original feature value, Xmin and Xmax are the minimum and maximum values of the 

feature, respectively. This method preserves the relative relationships between data points while 

standardizing the feature range [14][15]. The Z-Score Standardization technique transformed features to have 

a mean of 0 and a standard deviation of 1:   
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X′ =
X−μ

σ
           (2) 

                  

Where X represents the original feature value, μ is the mean, and σ is the standard deviation of the 

feature. Z-Score normalization is particularly effective when features have different units or scales, as it 

eliminates scale bias in distance-based algorithms [14][16]. 

 

2.4. Entropy-Based Feature Selection 

 Feature selection is employed in this study to reduce data dimensionality and eliminate less 

informative attributes, thereby improving the performance of machine learning algorithms. Two techniques 

are applied: Shannon Entropy and Information Gain. Shannon Entropy measures the uncertainty of a feature 

and is defined as [17]: 

 

H(X) = −∑ p(xi) log2 p(xi)
n
i=1               (3) 

            

Where H(X) represents the uncertainty of feature X, and p(xi) is the probability of observing the 

ithith value of X in the dataset. Features with higher entropy values indicate greater randomness and are 

considered less informative for predictive tasks. Information Gain (IG) quantifies the amount of information 

a feature contributes to predicting the output class and is expressed as [17]: 

 

IG(D, A) = H(D) − ∑ p(Aj)H(D|Aj)
v
j=1                     (4) 

                        

Here, IG(D, A) measures the reduction in entropy H(D)of dataset D after splitting it based on 

attribute A. The term p(Aj) denotes the proportion of data in partition Aj, and H(D|Aj) represents the entropy 

of the partitioned dataset. Features with low Information Gain are deemed less relevant and are excluded 

from further analysis. By combining these two techniques, only features with low entropy and high 

Information Gain are retained for subsequent clustering and classification processes. This dual approach 

ensures that the dataset includes only attributes with strong predictive power and minimal redundancy, 

leading to improved algorithm efficiency and accuracy [10], [17]. 

 

2.5. Clustering with K-Means 

 In this study, the K-Means algorithm is used to partition products into three numeric clusters based 

on their sales and stock features. These clusters are later interpreted as demand categories (Fast-Moving, 

Moderate-Moving, and Slow-Moving) for use in subsequent classification. The clustering process begins by 

determining the optimal number of clusters (K) using the Elbow Method, which evaluates the Within-Cluster 

Sum of Squares (WCSS). WCSS measures the compactness of clusters and is defined as [18]: 

 

WCSS = ∑ ∑ ||x − μi||
2

x∈Ci
K
i=1               (5) 

                                       

 Where Ci denotes the ithith cluster, x represents a data point in cluster Ci, and μi is the centroid of 

cluster Ci. A lower WCSS indicates tighter and more cohesive clusters. Centroids are initialized using the K-

Means++ method, which selects initial cluster centers to maximize their spread and improve convergence, 

reducing sensitivity to initial values. Each data point is then assigned to the nearest centroid based on 

Euclidean Distance, computed as [12]: 

 

d(x, y) = √∑ (xj − yj)
2m

j=1            (6) 

                         

 Where x and y are two data points in an mm-dimensional feature space, and (xj − yj) denotes the 

difference in thejth feature dimension. After assignment, centroids are updated by calculating the mean 

position of all data points within each cluster. These steps (assignment and centroid update) are repeated 

iteratively until convergence is achieved, i.e., when no significant changes occur in cluster assignments. The 

quality of clustering is evaluated using the Silhouette Score, which measures how similar a data point is to its 

own cluster compared to other clusters. The Silhouette Score for data point i is calculated as [12]: 

 

S(i) =
b(i)−a(i)

max⁡{a(i),b(i)}
      (7) 
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 Here, a(i) represents the mean intra-cluster distance for point i, and b(i) is the mean distance to the 

nearest neighboring cluster. Silhouette Scores close to +1 indicate well-clustered data points, while negative 

values suggest possible misclassification. This process effectively generates clusters that can later be mapped 

to semantic demand categories for classification purposes. 

 

2.6. Classification with Naive Bayes 

The numeric clusters produced by the K-Means algorithm are interpreted and mapped to domain-

specific demand categories (Fast-Moving, Moderate-Moving, and Slow-Moving). These demand categories 

are subsequently used as target classes for demand prediction with the Gaussian Naive Bayes algorithm. The 

dataset is partitioned into a training set (70%) and a testing set (30%) to evaluate classification performance 

[19]. For each class, the prior probability is computed as [14]: 

 

P(C) =
Nc

N
            (8) 

                        

Where P(C) is the prior probability of class C, Nc denotes the number of instances belonging to class 

C, and N represents the total number of instances. The likelihood of each feature given a class is calculated 

using the Gaussian (normal) probability distribution [20]: 

 

P(xi|C) =
1

√2πσ2C
exp (−

(xi−μC)
2

2σ2C
)                (9) 

                        

Here, P(xi|C) is the likelihood of feature xixi conditioned on class C, where μC and σ2C are the 

mean and variance of the feature within class C. The posterior probability for class C given a feature vector X 

is determined using Bayes’ theorem [12]: 

 

P(C|X) =
P(C)∏ P(xi|C)

n
i=1

P(X)
        (10) 

                                    

where P(C|X) is the posterior probability of class C given X, P(C) is the prior probability of class C, 

∏ P(xi|C)
n
i=1  is the product of likelihoods for all nn features, and P(X)is the evidence term ensuring 

normalization.The final predicted class corresponds to the demand category with the highest posterior 

probability. This probabilistic approach effectively assigns new product instances to their respective demand 

categories, supporting more accurate inventory forecasting. 

 

2.7. Model Evaluation 

 The performance of both the clustering and classification models is assessed using several 

evaluation metrics to ensure comprehensive analysis [12][21]. For the classification task, a confusion matrix 

is utilized to compare the predicted demand categories with the actual categories across the three classes: 

Fast-Moving, Moderate-Moving, and Slow-Moving. From this confusion matrix, Accuracy is calculated to 

measure the proportion of correctly predicted instances over the total number of instances. Accuracy is 

defined as follows [12]: 

 

Accuracy =
TP+TN

TP+TN+FP+FN
       (11) 

                      

Where TP represents the number of true positives, TN is the number of true negatives, FP denotes 

false positives, and FN denotes false negatives. In addition to Accuracy, Precision, Recall, and F1-Score are 

computed for each class to provide a more detailed evaluation of the model’s performance [21], [22]. 

Precision measures the proportion of correctly predicted positive instances among all instances predicted as 

positive. Recall (or sensitivity) evaluates the proportion of correctly predicted positive instances out of all 

actual positive instances. The F1-Score, which is the harmonic mean of Precision and Recall, provides a 

balanced metric that considers both false positives and false negatives. These evaluation metrics are widely 

recognized and have been validated in recent studies as reliable indicators of classification performance in 

various domains, including sales forecasting and demand prediction [21], [22]. 

 

3. RESULTS AND ANALYSIS 

This section presents the study’s key findings, focusing on how entropy-based feature selection 

influences the performance of K-Means clustering and Naive Bayes classification algorithms. The 

experiments were conducted using two target variables: product category (Shoes and Sandals) and quantity 
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sold. Each subsection provides detailed analysis, interpretation of the results, and comparisons with related 

studies to ensure a comprehensive discussion. 

 

3.1. Feature Selection Analysis 

Entropy and Information Gain were computed to assess the relevance of each attribute with respect 

to the two target variables: product category (Shoes and Sandals) and quantity sold. For the category-based 

target, attributes such as Item Code and Item Name exhibited high entropy and information gain, indicating 

their significant role in distinguishing product types. Conversely, Quantity Sold and Ending Stock 

demonstrated lower entropy and IG, suggesting these variables were less informative for category 

differentiation. A threshold of 0.4 for Information Gain was applied in the category-based model, which 

resulted in the selection of six features: Item Code, Item Name, Total Shopping, Price, Date, and Color. In 

contrast, for the quantity-based target, a stricter threshold of 0.5 was applied, reducing the feature set to four 

highly predictive attributes: Total Shopping, Item Code, Item Name, and Date. This dimensionality reduction 

eliminated irrelevant variables and minimized noise, allowing the subsequent machine learning models to 

focus on the most informative features.  

 

3.2. Clustering Results 

The K-Means algorithm was applied as an initial unsupervised step to partition the products into 

three numeric clusters (Cluster 0, Cluster 1, and Cluster 2) based on their sales and stock features. These 

numeric clusters were subsequently interpreted as demand categories—Fast-Moving, Moderate-Moving, and 

Slow-Moving—by analyzing the average sales and stock characteristics within each group. This 

interpretation enabled the generation of meaningful labels, which were then used as target classes for the 

Naive Bayes classification in the next stage. Two input scenarios were explored to evaluate the effectiveness 

of clustering: one using all features without feature selection and another applying entropy-based feature 

selection. In the scenario without feature selection, the optimal number of clusters was determined to be K = 

3, yielding a Silhouette Score of 0.5747. This indicates moderate cluster cohesion and separation. In the 

second scenario, Shannon Entropy and Information Gain were applied to reduce dataset dimensionality, 

eliminating redundant and less informative attributes. Clustering was then performed on this reduced dataset, 

and the optimal number of clusters was determined to be K = 3. This configuration achieved a higher 

Silhouette Score of 0.6261, indicating improved intra-cluster compactness and better separation between 

clusters. Table 1 presents the distribution of products across the three clusters under different feature 

selection scenarios. These clustering results served as a foundation for the subsequent supervised 

classification phase, which utilized the Naive Bayes algorithm. 

 

Table 1. Product Distribution by Cluster and Feature Selection Method 

Cluster 

Number of Products 

Feature Selection on 

Category 

Feature Selection on 

Quantity Sold 

Without Feature 

Selection 

0 267 products 259 products 267 products 

1 366 products 374 products 366 products 

2 25 products 25 products 25 products 

 

3.3. Classification Performance 
Naive Bayes classification was evaluated under three distinct scenarios to assess the impact of 

feature selection and target type on model performance: 

1. Without feature selection, using the complete set of attributes. 

2. Using the product category (Shoes/Sandals) as the target variable, this model selected features and 

applied an Information Gain threshold of 0.4 to reduce irrelevant features. 

3. With feature selection using quantity sold as the target variable, with a stricter Information Gain 

threshold of 0.5, focusing only on the most predictive features. 

 

Table 2. Naive Bayes Classification Performance 

Scenario Accuracy Precision Recall F1-Score 

Without Feature Selection 96.97% 96.95% 96.97% 96.94% 
With FS (Product Category Target, IG > 0.4) 93.43% 93.70% 93.43% 93.50% 

With FS (Quantity Sold Target, IG > 0.5) 99.49% 99.50% 99.49% 99.50% 

 

In Table 2, although the model targeting the product category experienced a slight drop in 

performance after feature selection, it still achieved strong classification results. In contrast, the model using 

quantity sold as the target demonstrated significantly higher accuracy and balance across all evaluation 
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metrics. This suggests that sales quantity, as a numeric and behavior-based variable, allows for more precise 

learning and better generalization when paired with high-quality selected features. 

 

3.4. Confusion Matrix of the Best-Performing Model 

The confusion matrix in Figure 2 illustrates the classification results of the best-performing model, 

which was trained using entropy-based feature selection with the quantity sold target. The model achieved an 

accuracy of 99.49%, with excellent precision and recall across all three demand levels: Fast-Moving, 

Moderate-Moving, and Slow-Moving. 

 

 

Figure 2. Confusion Matrix – Naive Bayes with Feature Selection (Quantity Target) 

 

The matrix in Figure 2 shows many true positives in each class and few misclassifications, 

indicating that the model was highly effective in learning the distinctions between product demand levels. 

Quantity-based labels and a refined feature set contributed significantly to the model's performance. Other 

models evaluated in previous sections were not visualized to maintain clarity and focus, as this configuration 

consistently outperformed the others in both individual metrics and cross-validation. 

 

3.5. Cross-Validation Evaluation 

5-Fold Cross-Validation was performed to assess model robustness. The average metrics confirm 

the superiority of the model using quantity-based feature selection. 

 

Table 3. Average Cross-Validation Results 

Feature Selection Approach Accuracy Precision Recall F1-Score 

Without Feature Selection 95.74% 92.64% 94.82% 92.96% 

With Feature Selection on Category 96.36% 91.99% 96.64% 93.56% 
With Feature Selection on Quantity Sold 99.24% 99.37% 99.55% 99.46% 

 

These cross-validation results in Table 3 reinforce the model's reliability by demonstrating 

consistent performance across multiple data splits. The strong and balanced metrics confirm that quantity-

driven feature selection contributes to accuracy and overall model stability. This level of consistency 

supports the deployment of the model for practical inventory forecasting in retail scenarios. 

 

3.6. Prediction Results on Sample Products 

The Table 4 shows that the model using quantity-based feature selection consistently provided 

confident and accurate predictions, especially for Fast-Moving and Slow-Moving products. These outputs 

support real-time decision-making for inventory adjustment. 

 

Table 4. Comparative Prediction Results for Sample Products 

Product Name 
Actual 

Category 
No Feature Selection  

(Conf., Pred.) 
Feature Sel. – Category 

(Conf., Pred.) 
Feature Sel. – Quantity 

(Conf., Pred.) 

Vilando 4001 Shoes 0.9999 – Moderate-Moving 0.9999 – Moderate-Moving 0.9995 – Moderate-Moving 

Vidon Mela 01 
(Ob.50) 

Sandals 0.9477 – Moderate-Moving 0.9780 – Moderate-Moving 0.8999 – Moderate-Moving 

Eagle Castello Shoes 0.5323 – Moderate-Moving 0.9146 – Fast-Moving 0.8824 – Moderate-Moving 

Thomas M-809 Shoes 0.9999 – Fast-Moving 0.9999 – Fast-Moving 0.9996 – Fast-Moving 
Calbi Rax2002 Sandals 0.9932 – Moderate-Moving 0.7743 – Moderate-Moving 0.9612 – Moderate-Moving 

Carvil Terios 01.M Sandals 0.9986 – Fast-Moving 0.9996 – Fast-Moving 0.9996 – Fast-Moving 
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Product Name 
Actual 

Category 

No Feature Selection  

(Conf., Pred.) 

Feature Sel. – Category 

(Conf., Pred.) 

Feature Sel. – Quantity 

(Conf., Pred.) 

Aw Co9 Sandals 0.9953 – Moderate-Moving 0.9845 – Fast-Moving 0.9676 – Fast-Moving 
Eagle Avatar Shoes 0.8713 – Slow-Moving 0.9243 – Slow-Moving 0.9574 – Slow-Moving 

Newera Marta 01.V Shoes 0.9987 – Fast-Moving 0.9923 – Fast-Moving 0.9822 – Fast-Moving 

Orranil 8011 Sandals 0.9978 – Fast-Moving 0.9938 – Fast-Moving 0.9873 – Fast-Moving 

 

4. DISCUSSION 

 This study explored the effectiveness of entropy-based feature selection in improving the 

performance of a two-stage machine learning pipeline for sales demand forecasting. The pipeline consisted of 

K-Means clustering to group products based on their demand characteristics, followed by Naive Bayes 

classification to predict demand categories. Shannon Entropy and Information Gain were applied to identify 

and retain the most informative features before these tasks. It is critical to emphasize that K-Means clustering 

and Naive Bayes classification are two distinct machine learning techniques employed sequentially in this 

research. K-Means, an unsupervised learning algorithm, was used to partition products into numeric clusters 

based on their sales and stock attributes. These clusters were then analyzed and interpreted as demand 

categories (Fast-Moving, Moderate-Moving, and Slow-Moving) to provide meaningful segmentation for 

inventory management. In the subsequent step, Naive Bayes, a supervised classification algorithm, was 

trained to predict these demand categories using the features selected during the entropy-based filtering 

phase. This sequential process ensured that the two algorithms were not compared directly but rather utilized 

in a complementary manner within the proposed framework. 

Two experimental scenarios were examined to assess the impact of feature selection on model 

performance. The first scenario involved using all features without any filtering, where K-Means and Naive 

Bayes were applied directly to the complete dataset. While this approach yielded acceptable clustering and 

classification outcomes, the inclusion of irrelevant and redundant features introduced noise, resulting in 

moderate cluster cohesion and lower predictive accuracy. The second scenario involved applying Shannon 

Entropy and Information Gain to reduce data dimensionality before clustering and classification. In this 

setup, two target variables were considered during the feature selection process: product category 

(Shoes/Sandals) and quantity sold. For the category-based target, a threshold of 0.4 for Information Gain was 

applied, resulting in the selection of six attributes (Item Code, Item Name, Total Shopping, Price, Date, and 

Color). For the quantity-based target, a stricter threshold of 0.5 was applied, producing a focused feature set 

of four attributes (Total Shopping, Item Code, Item Name, and Date). The results revealed that the quantity-

based target variable led to superior model performance compared to the category-based target. In the 

clustering phase, applying entropy-based feature selection for the quantity-based target improved the 

Silhouette Score from 0.5747 (without feature selection) to 0.6261, indicating better intra-cluster 

compactness and inter-cluster separation. Similarly, in the classification phase, the model with quantity-based 

feature selection achieved an accuracy of 99.49%, surpassing the 93.43% observed in the category-based 

scenario and the 96.97% achieved without feature selection. These findings suggest that quantity sold, as a 

numerical and behavior-driven variable, provides richer information for both clustering and classification 

tasks than categorical product labels. 

The observed improvements align with findings from recent studies. Chen and Wang [23] reported 

that entropy-based dimensionality reduction enhances clustering performance by eliminating noisy features 

in retail datasets. Zhang and Li  [24] demonstrated that applying Information Gain thresholds between 0.4 

and 0.6 significantly improes Naive Bayes classification accuracy in high-dimensional settings. Kumar and 

Lee [25] validated the hybrid use of K-Means and Naive Bayes with entropy-based feature selection, 

showing improved demand forecasting accuracy in e-commerce applications. Surya et al.[26] and Wang et al. 

[27] further highlighted the importance of feature selection in building robust machine learning models for 

retail data analytics. These findings have practical implications for micro, small, and medium enterprises 

(MSMEs). By leveraging entropy-based feature selection, businesses can achieve more accurate demand 

predictions and meaningful product segmentation, enabling data-driven inventory decisions that minimize 

both overstocking and understocking issues. Nevertheless, the study has certain limitations. The dataset was 

sourced from a single MSME in Palembang, Indonesia, which may restrict the generalizability of the results. 

External factors such as seasonal trends, promotional campaigns, and competitor activities were not included 

in the analysis. Future research should explore larger, multi-source datasets and integrate advanced machine 

learning techniques, such as ensemble models and deep learning architectures, to further enhance the 

robustness and scalability of predictions. 

 

5. CONCLUSION  

This study successfully achieved its objectives by demonstrating that entropy-based feature 

selection enhances the performance of K-Means clustering and Naive Bayes classification in sales demand 
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forecasting for retail. The application of Shannon Entropy and Information Gain effectively reduced data 

dimensionality, allowing the machine learning models to focus on the most informative features. Two 

experimental scenarios were evaluated: (1) without feature selection, where all features were used directly, 

and (2) with entropy-based feature selection, where only relevant features were retained based on predefined 

thresholds. The results showed that the second scenario outperformed the first in both clustering quality and 

classification accuracy. Specifically, the model using quantity sold as the target variable and applying a 

stricter Information Gain threshold achieved the highest performance, with a Silhouette Score of 0.6261 and 

a classification accuracy of 99.49%. These findings confirm the practical value of incorporating feature 

selection techniques into sales prediction pipelines. The approach provides meaningful demand segmentation 

into Fast-Moving, Moderate-Moving, and Slow-Moving categories, supporting inventory optimization and 

reducing stock-related losses. However, this study is limited to data from a single MSME in Palembang, 

Indonesia, which may constrain the generalizability of the results. Future research should incorporate multi-

source datasets, additional contextual variables (e.g., seasonal trends, marketing promotions), and explore 

advanced algorithms such as ensemble methods or deep learning models. Validating the proposed system in 

real-world retail environments will further confirm its effectiveness and scalability. 
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