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 Stunting is still a major health problem in Indonesia, with a prevalence 

of 27% in toddlers in 2023, far from the WHO target of below 20%. 

RSU Mitra Medika Tanjung Mulia in Medan serves patients with 

various socio-economic backgrounds, which affects the quality of 

services, including stunting detection. Conventional methods are prone 

to bias and error. This study used the Random Forest algorithm and the 

Recursive Feature Elimination (RFE) feature selection method to 

improve the accuracy of stunting classification. After data 

preprocessing and feature selection, two main variables were 

identified, namely age and height. The initial Random Forest model 

achieved an accuracy of 94.38%, which increased to 94.42% after 

hyperparameter tuning. The results showed that this approach 

produced an accurate, efficient model that can be integrated into 

clinical systems, helping medical personnel identify children at risk of 

stunting quickly and accurately, increasing the effectiveness of 

interventions, and supporting government efforts to reduce the 

prevalence of stunting. 
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1. INTRODUCTION 

Stunting remains a major public health challenge in Indonesia and globally, particularly in developing 

countries where it affects a significant proportion of children under five years of age. Based on data from the 

Ministry of Health, around 27% of toddlers in Indonesia experienced stunting in 2023, a figure still far from 

the World Health Organization (WHO) target of below 20% [1]. The Indonesian government has set a goal to 

reduce the prevalence of stunting to 14% as part of the 2024 State Budget priorities [2], [3] 

General Hospital or Rumah Sakit Umum (RSU) Mitra Medika Tanjung Mulia, located on Jl. KL. 

Medan Deli District, Medan City, North Sumatra 20241, provides various health services, including emergency 

installations and intensive care. This hospital serves patients from diverse socio-economic backgrounds, 

affecting access and quality of health services, including stunting detection and classification [4]. Conventional 

methods such as manual assessments and data recapitulation in simple Excel formats are prone to subjective 

bias and variability, which can affect diagnostic accuracy [5], [6] 

Stunting is a significant public health issue that affects millions of children worldwide, particularly in 

developing countries, and is primarily caused by chronic malnutrition during critical growth periods. Recent 

studies have demonstrated the effectiveness of machine learning algorithms, such as Random Forest, in 

accurately classifying stunting based on various anthropometric and nutritional data [7], [8], [9]. Additionally, 

the integration of Recursive Feature Elimination (RFE) has shown promise in enhancing model performance 

by systematically selecting the most relevant features, thereby improving classification accuracy [10], [11], 

[12]. This research highlights the importance of implementing a more accurate and efficient stunting 
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classification method at RSU Mitra Medika using Random Forest technology combined with RFE. The 

combination of the two methods allows for the elimination of less significant features while assessing the 

importance of remaining features, resulting in a more optimal and accurate classification model [13], [14], [15] 

Stunting is a nutritional issue in toddlers characterized by linear growth retardation, with below-

average height due to chronic malnutrition and suboptimal health conditions. This condition negatively impacts 

children's physical and cognitive development. Prior studies have investigated various classification methods 

for diagnosing stunting, though many still face limitations in terms of accuracy and computational efficiency 

[7], [16]. For example, one study comparing several machine learning models for stunting classification in 

children under five years in Zambia found that Random Forest achieved the highest accuracy of 76% [17]. 

Another study on the application of Random Forest for stunting classification achieved an accuracy of 90.7% 

using features such as gender, birth weight, birth height, age, weight at measurement, height at measurement, 

and stunting status [18], [19], [20]. Both studies emphasize the importance of feature selection, as not all 

features significantly impact stunting classification [21], [22]. 

This research aims to optimize the Random Forest algorithm using RFE to provide a robust and 

accurate classification framework for stunting, ultimately contributing to better-targeted interventions and 

policy decisions in child nutrition. By leveraging machine learning advancements, particularly in feature 

selection and classification accuracy, this study seeks to enhance clinical decision-making processes and reduce 

misdiagnosis in stunting detection.  

Furthermore, this study aims to develop a classification model that can be integrated with the clinical 

system at RSU Mitra Medika, to help doctors and health workers identify children at high risk of stunting more 

accurately. Thus, it is hoped that there will be an increase in the quality of health services and the effectiveness 

of the interventions carried out, which can ultimately support a significant reduction in stunting rates in the 

community. Based on this background, the formulation of the problem in this study is: 

1. How to accurately classify stunting using the Random Forest algorithm with Recursive Feature 

Elimination (RFE) feature selection? 

2. How can the process of developing and implementing this classification model identify significant 

features for stunting diagnosis? 

3. How can the developed classification model be integrated into the clinical service system at RSU 

Mitra Medika to improve the accuracy and efficiency of diagnosis? 

 

2. RESEARCH METHOD 

This research method includes the development and training of a stunting classification model using 

the Random Forest algorithm with the Recursive Feature Elimination (RFE) feature selection approach. The 

use of RFE aims to improve classification accuracy by identifying the most relevant features from the dataset 

originating from RSU Mitra Medika. The research data used came from RSU Mitra Medika Medan from 2020-

2024. This dataset consists of various relevant variables, including gender, age, weight, height, nutritional 

status, health history, and other risk factors that contribute to stunting. This data is also supplemented with 

information from relevant health surveys to enrich the data analysis. 

 

 

Figure 1. Research Stage 

 

The dataset used comes from medical records at RSU Mitra Medika. This data includes 

anthropometric information, nutritional data, and risk factors related to stunting. Data collection was carried 

out systematically to ensure the accuracy and completeness of the information. After this stage, the author 
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moving to preprocessing data stage. This step involves several important processes, such as handling missing 

values and outliers, data normalization, and data format standardization. This process aims to ensure that the 

model can process data effectively, as well as improve the quality of input used in the classification model. 

Next, we have recursive feature elimination, the use of RFE as a feature selection method aims to identify the 

variables that have the most influence on stunting classification. RFE works by iteratively removing less 

important features and retaining features that have a significant contribution, thereby improving the 

performance of the Random Forest model. After all of this, the author also did Stunting Classification with 

Random Forest. The Random Forest model is designed to capture complex relationships between variables. 

Random Forest has the advantage of handling large and complex data, and minimizing the risk of overfitting 

through ensemble techniques. This model is trained with preprocessed data and selected features. 

1. Model Training 

The trained model is then validated using separate validation data. The validation process aims to 

evaluate the model's performance in predicting new data that is not involved in training. Early stopping 

is used to automatically stop training if there is no increase in performance, thereby helping to prevent 

overfitting. 

 

2. Model Validation 

The trained model is then validated using separate validation data. The validation process aims to 

evaluate the model's performance in predicting new data that is not involved in training. Early stopping 

is used to automatically stop training if there is no increase in performance, thereby helping to prevent 

overfitting. 

 

3. Model Evaluation 

The evaluation is carried out using the accuracy, precision, recall, and Area Under Curve (AUC) 

metrics from the Receiver Operating Characteristic (ROC) curve. In addition, the cross-validation 

method is applied to ensure the stability and consistency of model predictions, as well as to avoid 

overfitting problems. 

 

3. RESULTS AND ANALYSIS 

  The results and analysis in this research did by collectiong the data set. The data used in this study 

came from medical records at RSU Mitra Medika. The dataset consists of several important features, namely: 

1. Gender: Identifying a child as male or female. 

2. Age: The child's age in months. 

3. Height (TB): Measurement of the child's height in centimeters (cm). 

4. Weight (BB): Measurement of the child's weight in kilograms (kg). 

5. Nutritional Status: A binary label that identifies whether the child is at risk of stunting (1) or normal 

(0). 

6. Wasting: Category of weight status against height, which is grouped into several categories such as 

Underweight, Risk of Overweight, or Normal weight. 

7. Z-Score: Standard deviation value that indicates the extent to which a child's growth differs from the 

reference population standard. 

 

  An example of the first 10 data samples in the dataset used can be seen in Table 1. 

 

Table 1. Sample Dataset Penelitian 

Gender Age Tall Weight Nutritional Status Wasting Z-Score 

Male 20 77.7 8.5 1 Underweight -0.73 

Male 10 79 10.3 0 Risk of Overweight -0.6 

Female 2 50.3 8.3 1 Risk of Overweight -3.47 
Female 5 56.4 10.9 1 Risk of Overweight -2.86 

Male 11 76.3 5.9 0 Severely Underweight -0.87 

Male 16 80.7 9.9 0 Normal weight -0.43 
Female 15 72.6 6.5 0 Severely Underweight -1.24 

Female 18 78.4 15.6 0 Risk of Overweight -0.66 

Male 2 63.4 7 0 Risk of Overweight -2.16 
Male 6 60.4 11.5 1 Risk of Overweight -2.46 

 

The dataset used was then preprocessed using four different stages, namely: handling missing values, 

removing unused features, one-hot encoding and data normalization. The four stages carried out were: 

1. Handling missing values is done by deleting if there are data rows that have a null value. 
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2. After the dataset is clean from missing values, it is continued by removing the wasting feature because 

this feature does not have a clear correlation with the nutritional status feature which is the target of 

the stunting classification. This can be seen in the sample dataset in Table 1 where the nutritional 

status feature with a value of 1 has various wasting feature values. 

3. Preprocessing is then continued by changing the dataset features such as gender in the form of text 

categories to numeric so that they can be used in the modeling stage. 

4. The preprocessing stage ends by normalizing the data on all features in the range 0-1 using the Min-

Max Scaling method. This aims to equalize the scale between features so that no feature dominates 

the model training process. 

 

An example of the first 10 data samples in the dataset after going through data preprocessing can be 

seen in Table 2. 

 

Table 2. Research Dataset Sample Preprocessing Results 

Gender Age Tall Weight Nutritional Status Z-Score 

1 20 0.650000 0.462963 1 0.650000 
1 10 0.674074 0.574074 0 0.674074 

0 2 0.142593 0.450617 1 0.142593 

0 5 0.255556 0.611111 1 0.255556 
1 11 0.624074 0.302469 0 0.624074 

1 16 0.705556 0.549383 0 0.705556 
0 15 0.555556 0.339506 0 0.555556 

0 18 0.662963 0.901235 0 0.662963 

1 2 0.385185 0.370370 0 0.385185 
1 6 0.329630 0.648148 1 0.329630 

 

The dataset that has gone through data preprocessing is then divided into two parts, namely training 

data and testing data. The nutritional status feature is used as a target for classification. The division of the 

dataset is done with a ratio of 80% for training data and 20% for testing data. This means that 80% of the data 

is used to train the model, while the remaining 20% is used to test the performance of the trained model. 

The feature selection process is carried out using the Recursive Feature Elimination (RFE) method, 

which aims to select the best features based on relevance to the target (Nutritional Status). At this stage, the 

initial estimation model uses Random Forest as the basis for evaluating feature importance. The RFE method 

iteratively eliminates features that are considered less relevant until the optimal number of features for 

classification is obtained. Based on the results of this process, the features that have the most significant 

influence on stunting classification are Age and Height. Thus, the next Random Forest model is built using 

these two features as the main input. This feature selection is expected to improve model performance by 

eliminating noise from the data, so that the model focuses on the variables that are most relevant to stunting 

classification. 

After all of this steps, the author did stuntingclassification with random forest. Two features obtained 

through the Recursive Feature Elimination (RFE) process, namely Age and Height, were used to build the 

Random Forest model. In the initial stage, a Random Forest model without optimization (base model) was 

built, and the evaluation results showed an accuracy of 94.38%. The complete evaluation results for the RFE-

Random Forest base model are shown in Table 3. 

 

Table 3. Evaluation Report RFE-Random Forest 

 Precision Recall F1-Score Support 

0 0.97 0.96 0.96 14427 
1 0.87 0.89 0.88 4432 

accuracy   0.94 18859 

macro avg 0.92 0.92 0.92 18859 
weighted avg 0.94 0.94 0.94 18859 

 

Then to optimize the previous RFE-Random Forest base model, in this study hyperparameter tuning 

was carried out using grid search. The following is the Random Forest hyperparameter search space using grid 

search in Table 4. 

 

Table 4. Random Forest Hyperparameter Search Space 

Hyperparameter Search Space 

n_estimators 50, 100, 200 

max_depth None, 10, 20 

min_samples_split 2, 5, 10 
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Through grid search, the best hyperparameter configuration of Random Forest in this study was 

n_estimators 50, max_depth 20, and min_samples_split 10. Thus, the RFE-Random Forest model will be 

rebuilt using this configuration and an accuracy result of 94.42% was obtained. The evaluation results carried 

out on this new model can be seen in Table 5. 

 

Table 5. Evaluation RFE-Random Forest-Grid Search 

 Precision Recall F1-Score Support 

0 0.97 0.96 0.96 14427 

1 0.88 0.89 0.88 4432 

accuracy   0.94 18859 
macro avg 0.92 0.93 0.92 18859 

weighted avg 0.94 0.94 0.94 18859 

 

Based on Table 5 above, it can be seen that the increase in accuracy obtained through hyperparameter 

tuning grid search is not too significant. Which means that the base model RFE-Random Forest is actually 

sufficient to provide results with good accuracy. 

 

4. CONCLUSION 

Stunting is still a significant public health challenge in Indonesia, with a prevalence of 27% in toddlers 

in 2023. This study aims to improve the accuracy and efficiency of stunting classification at RSU Mitra Medika 

by developing a model based on the Random Forest algorithm combined with the Recursive Feature 

Elimination (RFE) feature selection method. The dataset used consists of children's medical records, including 

variables such as age, height, weight, and nutritional status. After going through the data preprocessing process 

and feature selection using RFE, the two main variables that are most relevant to stunting classification were 

identified, namely age and height. The initial Random Forest model achieved an accuracy of 94.38%, which 

increased to 94.42% after hyperparameter tuning using grid search. The results of the study show that the RFE 

and Random Forest-based approaches can produce accurate, efficient classification models that can be 

integrated into the clinical service system. With this model, health workers can more quickly and accurately 

identify toddlers at risk of stunting, thereby increasing the effectiveness of health interventions and supporting 

the government's target of reducing the prevalence of stunting. 
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