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 Higher education plays a crucial role in human resource development 

and national progress. A key indicator of educational quality is 

students' ability to graduate on time. Delays in graduation can lower 

the quality of higher education. Various academic and non-academic 

factors influence timely graduation rates. At Universitas Islam Syekh 

Yusuf, the trend of students graduating beyond the expected timeframe 

has risen over the past three years. However, the university lacks 

insight into the factors contributing to these delays. This research aims 

to identify factors causing delayed graduation using PSO and Random 

Forest to predict student graduation outcomes. The application of PSO 

reveals key factors influencing timely graduation, including study 

program, student active status, student leave of absence status, inactive 

status for semester 1, GPA1, and credit hours in semesters 1 and 2. 

Evaluation results show that using PSO and Random Forest to predict 

timely graduation achieves high accuracy (99.63%), precision 

(99.77%), recall (99.65%), and F1 score (99.71%). 
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1. INTRODUCTION 

Higher education institutions play a crucial role as providers of academic education for students and 

hold significant importance in the development of human resources and the advancement of a nation [1]. One 

of the key indicators of the success or quality of higher education is significantly influenced by students' ability 

to complete their studies within the designated timeframe [2]. As the number of students enrolling in higher 

education continues to increase, it is essential to ensure that an equivalent proportion of students successfully 

complete their studies on time [3]. Delays or extended time for students to graduate result in a decline in the 

quality of education provided by the institution [4]. In recent years, there has been a decline in the number of 

students graduating on time at Syekh Yusuf Islamic University, Tangerang. For the 2017 cohort, the percentage 

of on-time graduation was 65.13%, with 902 out of 1,385 students completing their studies within the 

designated period. This figure dropped to 63.94% for the 2018 cohort, with 1,018 students graduating on time 

out of a total of 1,592. The decline continued with the 2019 cohort, where the percentage fell to 61.64%, with 

908 students graduating on time out of a total of 1,473 students.  

To extract valuable insights from a set of available data, data analysis methods can be applied, 

particularly data mining techniques, to uncover classification patterns. This enables the creation of predictions 

based on the information derived from the analyzed data.  

Based on previous research related to on-time graduation prediction, various algorithms have been 

used, such as the C4.5 Decision Tree, a popular and effective method in classification and prediction, used a 

limited dataset from the 2013 cohort with only 544 data points, resulting in a relatively low accuracy of 60% 
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[5], The Support Vector Machine (SVM) algorithm achieved 94.4% accuracy in predicting student graduation. 

While effective on high-dimensional datasets, SVM can be slow and computationally intensive, especially with 

large datasets due to complex optimization [3], Another study used the Naive Bayes algorithm and k-Fold 

Cross Validation technique to objectively assess the model's accuracy and reduce overfitting, achieving an 

accuracy of 80.19% in predicting student graduation. However, this study may not have conducted a thorough 

analysis of the factors influencing graduation [6], This study shows that the Random Forest and K-Nearest 

Neighbor (K-NN) algorithms optimized with Particle Swarm Optimization (PSO) achieved high accuracies of 

97.89% and 96.74%, respectively, in predicting on-time graduation. However, there are limitations related to 

data quality, model complexity, and the ability to generalize the results.  

The Decision Tree excels in processing numerical data but falls short in generalizing new cases [8]. 

SVM offers excellent performance in data classification but faces challenges in parameter selection [4]. Naïve 

Bayes is efficient in classification; however, its assumption of attribute independence is often unrealistic [6]. 

In previous studies, Random Forest demonstrated superior accuracy. As a Homogeneous Ensemble Learning 

algorithm, Random Forest offers low error rates and efficiency in handling large datasets [9], [10]. Higher 

education institutions face challenges in identifying the factors contributing to delays in student graduation and 

strive to understand and address these issues. PSO has emerged as an effective feature selection method, 

helping institutions identify the factors that influence on-time graduation [11], [12].  

Although various algorithms have been used to predict on-time graduation, most studies have not 

employed feature selection methods to identify key factors that significantly influence on-time graduation, 

focusing only on optimizing classification algorithms. Existing algorithms often use general data without 

exploring specific factors for optimization. By applying PSO, this study identifies the most relevant features 

impacting on-time graduation, providing deeper insights into educational institutions 

Thus, this study is expected to demonstrate that applying Particle Swarm Optimization can assist 

higher education institutions in identifying the factors causing students to graduate late. Additionally, 

implementing the Random Forest algorithm can enhance the prediction or classification of student graduation, 

resulting in more accurate outcomes. This enables institutions to take more effective measures to improve the 

on-time graduation rates of their students. 

 

2. MATERIAL AND METHOD 

In order to facilitate the research, the use of the Cross Industry Standard Process for Data Mining 

(CRISP-DM) methodology has been implemented. This research process will be divided into six stages, as 

shown in Figure 1, which include Business Understanding, Data Understanding, Data Preparation, Modeling, 

Evaluation, and Deployment. Below is an explanation of the activities to be carried out at each of these stages. 

 

 

Figure 1. Research Methodology Steps 

 

2.1. Data Mining 

Data mining is an area with practical relevance in applying concepts to real-world situations, not just 

in theoretical contexts [13]. According to [14], data mining is the process of discovering patterns or interesting 

information in selected data using specific techniques or methods. The selection of these techniques must align 

with the overall goals and processes of Knowledge Discovery in Database (KDD). Data mining plays a crucial 

role in extracting valuable information from large datasets and is now widely used in various fields such as 

medicine, engineering, business, and education to uncover important information hidden in historical data for 

future decision-making [15]. 
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The Cross-Industry Standard Process for Data Mining (CRISP-DM) methodology is a model that 

outlines the stages in a data mining project cycle. The following are the stages, as shown in Figure 2. 

 

 

Figure 2. CRISP-DM [13] 

 

1. Business understanding: Explore business objectives, assess whether data mining can assist, and 

identify the data needed to build a relevant model. 

2. Data understanding: Create and analyze the initial dataset to ensure processing feasibility. If data 

quality is insufficient, new data collection or a review of the business context may be necessary. 

3. Data Preparation and Modeling: Prepare raw data for algorithm processing, often in conjunction with 

model creation. This process is iterative, adjusting techniques based on modeling results. 

4. Evaluation: Evaluate the model to ensure optimal performance. If inadequate, revising business 

objectives or data strategies may be required. If accurate, the model is ready for deployment. 

5. Deployment: Integrate the model into the software system, often requiring technical adjustments such 

as re-implementation using the appropriate programming language. 

 

2.2. Random Forest 

According to Schonlau and Zou [16], Random Forest is one of the best-performing machine learning 

algorithms, which combines multiple decision trees to improve accuracy and prevent overfitting. This 

algorithm creates a forest of decision trees, where each tree is trained based on a random subset of data and 

features, and the final prediction is made by combining the predictions from all the trees [17]. Random Forest, 

as an ensemble method based on Decision Trees, addresses overfitting by combining the results of various 

models through a voting mechanism on random bootstrap samples. Figure 3 shows how Random Forest 

operates and generates the final class through the aggregation of results from all decision trees [18].  

 

 

Figure 3. Classification Illustration of Random Forest 

 

Random Forest maps the attributes of the class, allowing it to perform classification on previously 

unseen data. Below are the stages in testing the performance of the Random Forest algorithm [19]: 

1. Observe the labels in the data,  if all the labels are the same, a leaf node will be created with the label 

value from all the data. 

2. Calculate the information value using all the available data, applying the following formula 1. 

 

info (D) =  − ∑  
m

i=1
pi ∗ log2 (pi) 

 

The above formula represents the probability that a tuple in dataset D will belong to a certain class, 

assuming that the entropy of D is the average amount of information needed to identify a tuple in D. 

(1) 
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If the value of A is discrete, then dataset D will be partitioned based on the number of values that A 

has, so that each branch will have a homogeneous class. After the first branching, the number of 

possible branches is measured using the formula in Formula 2.  

 

info A(D) = ∑
|Dj|

|D|
∗ info A(Dj)

e

v
 

 

3. The information value is calculated using the following formula 

4. Attributes are evaluated based on their ability to form a decision tree partition weight  
|Dj|

|D|
 which 

measures the information required to classify a tuple in partition A. The best partition has the smallest 

infoA(D). For continuous attributes, the candidate split point is determined by sorting the data, 

calculating the average between two consecutive data points, and then selecting the split point with 

the smallest infoA(D). The gain is calculated using formula (2), and the attribute with the highest gain 

becomes the branch of the decision tree.  

 
gain (A) = info (D) − info A(D) 

 

5. After a branch is formed in the decision tree, the calculations will continue as in steps 1 to 4. However, 

if the branch has reached the maximum allowed number of branches, a leaf node will be created with 

the majority value of the data in that branch. 

 

2.3. Feature Selection 

Feature selection is a method of knowledge discovery that helps understand problems by analyzing 

the most important features. The goal of feature selection is to improve the development of classifiers by 

identifying significant features, while also helping reduce the computational load [20]. Feature selection is 

applied in various fields as a tool to remove irrelevant and redundant features. It simplifies datasets by reducing 

their dimensions and determining important features without compromising prediction accuracy [21] ultimately 

producing an optimal feature set for classification task [22]. 

 

2.4. Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is an algorithm inspired by the behavior of insect swarms such 

as ants, termites, bees, or birds. PSO attempts to mimic the social interactions of these organisms. Social 

interactions involve individual actions and the influence of other members within the group. Essentially, 

particles cannot move suddenly but instead, move toward the best position based on their personal experience 

and the experiences of all other particles [23]. The model of particle movement is illustrated in Figure 4. 

 

 

Figure 4. PSO Migration Model 

 

The term particle in PSO refers to entities like birds in a flock, where each particle behaves 

independently but is influenced by the collective behavior of its group. If one particle discovers an optimal 

path, the others will follow it. PSO, proposed by Kennedy and Eberhart, is an optimization algorithm based on 

swarm intelligence aimed at finding optimal solutions in a multidimensional space, with each particle having 

its own position and velocity [24]. n feature selection, PSO is used to choose the optimal attributes for 

classification, where each particle represents a candidate solution in the search space through a binary string; 

a value of 1 indicates a selected component and a value of 0 means it is ignored [25]. The initialization process 

of particles is done randomly, and these particles move within the search space to find the optimal feature 

subset by updating their positions 𝑥 and velocities 𝑖, as expressed by equations 4 and 5 [26]. In 1997, Kennedy 

(2) 

(3) 
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and Eberhart modified PSO into Binary Particle Swarm Optimization (BPSO), where the position of particles 

is represented by a binary string [25]. 

 
xi =  {xi1, xi2, … , xiD}, 

 

 Where D represents the dimension of the main search space. 

 
vi =  {vi1, vi2, … , viD}. 

 

 

Figure 5. PSO Workflow for Feature Selection 

 

In Figure 5 according to [26] the stages of Particle Swarm Optimization are explained as follows.  

 

1. Swarm initialization, initializing the position and velocity of each particle randomly. 

 

2. Particle Fitness Evaluation, Assessment of how well a particle performs in the search space. 

if fitness of xi > pbesti 

pbesti=xi 

if fitness of pbesti >gbesti 

gbesti=pbesti 

 

3. Update The Velocity of Particle i that is, update the velocity of particle i 

 

vid
t+1 = w ∗ vid

t + c1 ∗  r1i ∗ (pid − xid
t ) + c2 ∗  r2i ∗ (pgd − xid

t ) 

 

Update the position of particle i that is, update the velocity of particle 

 
xid

t+1 = xid
t + vid

t+1 

 

4. If the stopping criteria are not met, continue with Steps 2 and 3. 

5. Return best and its fitness values. 

 

With the steps outlined above, the PSO algorithm continuously optimizes the position of particles in 

the search space to achieve the best solution based on the given objective function. 

 

2.5. Confusion Matrix 

A Confusion Matrix is a fundamental concept in machine learning used to evaluate the accuracy of a 

model by comparing the predictions made by the model with the actual values [27] In this context, the predicted 

data falls into two classes: positive class and negative class [23].  

Table 1 shows a representation of the confusion matrix. True positives and false positives are 

abbreviated as TP and FP, while false negatives and true negatives are abbreviated as FN and TN [28]. The 

classification model predicts the class for each data point, providing a predicted label (positive or negative) for 

(5) 

(4) 

(6) 

(7) 
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each sample. Thus, at the end of the classification process, each sample is categorized into one of four 

situations: actual positives correctly predicted as positive, referred to as true positives (TP); actual positives 

incorrectly predicted as negative, referred to as false negatives (FN); actual negatives correctly predicted as 

negative, referred to as TN and actual negatives incorrectly predicted as positive, referred to as FP.  

 

Table 1. Standard Confusion Matrix 

 Positive Prediction Negative Prediction 

Actual Positive True Positive TP False Negative FN 

Actual Negative False Positive FP True Negative TN 

 

The confusion matrix aids in assessing the performance of the classification model by providing 

insights into accuracy, precision, recall, and F-Measure [28]. Below are the formulas for calculating each 

performance indicator. 

 

1. Recall 

Recall is the ratio of the number of TP to the total number of positive observations. Recall measures 

how effectively the model identifies all positive observations. The precision measurement can be seen 

in Formula 8. 

 

Recall =
TP

TP + FN
 

 

2. Precision 

Precision is the ratio of the number of TP to the total number of positive predictions. Precision 

measures how effectively the model correctly predicts positive outcomes. The precision measurement 

can be seen in Formula 9. 

 

Precision =
TP

TP + FP
 

 

3. Accuracy 

Accuracy It is the ratio of the number of correct predictions to the total number of predictions. This 

metric describes how accurately the model classifies the data. The accuracy measurement can be seen 

in Formula 10.  
 

Accuracy =
(TP + TN)

(TP + FP + FN + TN)
 

 

4. F-Measure 

F-measure is the harmonic mean of precision and recall, calculated using Formula 11.  

 

F −  Measure = 2x
( Precision x Recall )

( Precision +  Recall )
 

 

3. RESULTS AND ANALYSIS  

3.1. Business Understdaning 

In the business understanding stage, the main focus is on identifying the problem and establishing the 

research objectives. Three methods are employed: literature review, interviews, and observations. The 

literature review involves examining various sources such as articles, journals, and books related to student 

graduation prediction using data mining methods, particularly PSO and Random Forest. Interviews are 

conducted with relevant parties such as the Academic Administration Office, Academic Advisors, and the IT 

Service Unit to identify the factors causing students to not graduate on time and to gather supporting data. 

Observations involve analyzing data from the literature review and interviews, focusing on student profiles, 

learning activities, and learning outcomes to identify patterns and factors that influence graduation 

 

3.2. Data Understanding 

Following the business understanding stage is the data understanding stage, where these steps are 

applied by utilizing the results from the literature review, interviews, and observations. This data understanding 

phase consists of two main methods: data collection and attribute selection. 

(8) 

(9) 

(10) 

(11) 
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1. Attribute Determination 

In the initial dataset, as shown in Table 1, after consulting the literature review and conducting 

interviews with the Academic Administration Office, academic advisors, and faculty, there are 15 attributes 

identified, including 14 predictor attributes and 1 target attribute, before undergoing the data preparation stage 

where selection will be made based on relevant attributes. The attribute selection is divided into two factors. 

The first factor is student identity characteristics, including gender, age, and the name of the chosen study 

program. The second factor pertains to the academic aspects of the students, including Student Active Semester 

Status (SAS), Student Leave of Absence Status (SLAS), Inactive Semester Status (ISS), GPA from semesters 

1 to 4, and the number of credits hour from semesters (CH) 1 to 4.  

 

Table 2. Attributes in the Initial Data 

No Atribut Value 

1 Study program Categorical 

2 Gender Categorical 

3 Age Numerical 

4 Student Active Status Numerical 

5 Student Leave of Absence Status Numerical 

6 Inactive Status for Semester 1 Numerical 
7 GPA 1 Numerical 

8 GPA 2 Numerical 

9 GPA 3 Numerical 
10 GPA 4 Numerical 

11 CH 1 Numerical 

12 CH 2 Numerical 
13 CH 3 Numerical 

14 CH 4 Numerical 

15 Remarks Categorical 

 

2. Data Collection 

After formulating the problem and establishing the research objectives, the next step is the collection 

of preliminary data. The data was obtained from literature reviews, interviews with the Academic 

Administration Office, academic advisors, the PSTI team, and observations related to the factors influencing 

timely graduation. The collected data includes the graduation status of students from Syekh Yusuf Islamic 

University for the years 2021, 2022, and 2023, with admission years 2017, 2018, and 2019, sourced from the 

Academic Information System (SINA). The focus of the academic data is the student's status at the end of the 

normal study period (8th semester), which is categorized into two labels: on-time graduation and late 

graduation, with a total of 4,450 records. 

 

Table 3. Sample Dataset of Graduation 

Study 

Program 
Gender AGE SAS SLAS ISS GPA1 GPA2 GPA3 GPA4 CH1 CH2 CH3 CH4 Remarks 

Administrasi 

Publik M 22 1 1 1 0.00 0.00 0.00 0.00 21 0 0 0 Late graduation 

Akuntansi F 20 7 0 0 3.79 3.70 3.25 3.92 19 20 20 19 

On time 

graduation 

Ilmu Hukum M 20 7 0 0 3.90 3.90 3.75 3.76 20 20 22 21 

On time 

graduation 

Ilmu 

Komunikasi F 21 2 4 1 2.79 2.84 0.00 0.00 19 19 0 0 Late graduation 

… … … … … … … … … … … … … … … 

Teknik Sipil M 22 1 0 1 3.18 0.00 0.00 0.00 19 0 0 0 Late graduation 

 

3.3. Data Preparation 

At this stage, data preprocessing is performed on the initial data to make it more relevant for further 

analysis. The data obtained comes from the database of the Academic Information System of Syekh Yusuf 

Islamic University (SINA) in .csv format, which is then converted to .xlsx format for easier processing. At this 

stage, three methods are employed: data cleansing, data reduction, and data splitting. Below is a description of 

these three methods. 

 

1. Data Cleansing 

At this stage, data cleansing is performed on the timely graduation data, where there are NULL values 

in attributes such as GPA from semesters 1 to 4 and credits hour from semesters (ch) 1 to 4, which can affect 

data analysis during model evaluation. To address the missing values, the NULL values in these attributes are 

replaced with the number 0, as NULL is considered equivalent to 0. This substitution ensures that the data is 

more complete and supports a more accurate analysis. 
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Table 4. Sample Dataset of Graduation with NULL Values 

Study 

Program 
Gender AGE SAS SLAS ISS GPA1 GPA2 GPA3 GPA4 CH1 CH2 CH3 CH4 Remarks 

Administrasi 

Publik 
F 19 7 0 0 2.70 2.92 3.13 3.50 20 19 20 19 

On time 

graduation 

Administrasi 

Publik 
F 20 2 0 0 3.00 3.68 0.00 null 21 19 17 null 

Late 

graduation 

Manajemen 
M 20 1 0 0 0.00 0.00 null null 20 0 null null 

Late 

graduation 

Manajemen 
M 18 1 0 0 3.65 0.00 null null 20 20 null null 

Late 

graduation 

… … … … … … … … … … … … … … … 

Administrasi 

Publik 
F 20 5 3 0 3.30 3.74 3.52 3.40 20 19 22 21 

Late 

graduation 

 

Table 5. Sample Dataset of Graduation with NULL Values That Has Been Cleansed 

Study 

Program 
Gender AGE SAS SLAS ISS GPA1 GPA2 GPA3 GPA4 CH1 CH2 CH3 CH4 Remarks 

Administrasi 

Publik 
F 19 7 0 0 2.70 2.92 3.13 3.50 20 19 20 19 

On time 

graduation 

Administrasi 

Publik 
F 20 2 0 0 3.00 3.68 0.00 null 21 19 17 null 

Late 

graduation 

Manajemen 
M 20 1 0 0 0.00 0.00 null null 20 0 null null 

Late 

graduation 

Manajemen 
M 18 1 0 0 3.65 0.00 null null 20 20 null null 

Late 

graduation 

… … … … … … … … … … … … … … … 

Administrasi 

Publik 
F 20 5 3 0 3.30 3.74 3.52 3.40 20 19 22 21 

Late 

graduation 

 

2. Data Transformation 

Next, there is the data transformation stage, where the values of variables that are in text or categorical 

form will be transformed using label encoding techniques. The data will be altered or consolidated into a format 

suitable for the data mining process. The variables being transformed include the values of the study program, 

gender, and remarks. This is done to enable the algorithms or models used to perform more effectively, as these 

algorithms or models require attributes with numerical values. As shown in Tables 6, 7, and 8, this includes 

the initial variable data and the resulting variable data after transformation. 

 

Table 6. Label Encoding of the Study Program Attribute 

Attribute Label Encoding 

Administrasi Publik 0 
Akuntansi 1 

Ilmu Hukum 2 

Ilmu Komunikasi 3 
Manajemen 4 

Pendidikan Agama Islam 5 

Pendidikan Bahasa Inggris 6 
Teknik Industri 7 

Pendidikan Ekonomi 8 

Teknik Informatika 9 
Teknik Kimia 10 

Teknik Sipil 11 

 

In Table 6, the results of the label encoding transformation stage on the program study attribute can 

be seen. At this stage, the names of the study programs, which were previously in categorical text form, have 

been converted into a numerical format. Administrasi Publik is represented as 0, Ilmu Komunikasi as 1, Ilmu 

Hukum as 2, Pendidikan Agama Islam as 3, Teknik Kimia as 4, Teknik Industri as 5, Teknik Informatika as 6, 

Teknik Sipil as 7, Pendidikan Ekonomi as 8, Pendidikan Bahasa Inggris as 9, Manajemen as 10, and Akuntansi 

as 11. 
 

Table 7. Label Encoding of the Gender Attribute 

Attribute Label Encoding 

M (Male) 0 

F (Female) 1 

 

Table 7 shows the results of the data transformation with label encoding, where the values of the 

gender attribute have been encoded such that male is represented as 0 and female as 1. Thus, each study 

program and gender has been assigned a unique numerical value to facilitate the subsequent data analysis 

process. 
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Table 8. Label Encoding of Remarks 

Attribute Label Encoding 

On-time graduation 0 

Late graduation 1 

 

Table 8 shows the results of the data transformation with label encoding, where the values of the 

attribute have been encoded such that on-time graduation waktu is represented as 0 and no on-time graduation 

as 1. Thus, each study program and gender has been assigned a unique numerical value to facilitate the 

subsequent data analysis process. Below, Table 9 presents the sample data resulting from the data 

transformation stage. 

 

Table 9. Sample Student Graduation Data Resulting from Data Transformation 

Study 

Program 
Gender AGE 

SA

S 
SLAS ISS GPA1 GPA2 GPA3 GPA4 CH1 CH2 CH3 CH4 Remarks 

0 M 22 1 1 1 0.00 0.00 0.00 0.00 21 0 0 0 1 

1 F 20 7 0 0 3.79 3.70 3.25 3.92 19 20 20 19 0 

2 M 20 7 0 0 3.90 3.90 3.75 3.76 20 20 22 21 0 

3 F 21 2 4 1 2.79 2.84 0.00 0.00 19 19 0 0 1 

4 F 19 7 0 0 3.63 3.36 3.65 3.44 20 22 23 24 0 

… … … … … … … … … … … … … … … 

11 M 22 1 0 1 3.18 0.00 0.00 0.00 19 0 0 0 1 

 

3. Data Splitting 

At this stage, the dataset of students who graduate on time, consisting of 4,450 records, is divided 

using the data-splitting method. The data is separated with a ratio of 70:30, where 70% of the data is used for 

training and 30% for testing, as well as with ratios of 80:20 (80% training, 20% testing) and 90:10 (90% 

training, 10% testing). This division is carried out to optimize the model's performance by training it on the 

majority of the data and then testing its performance. 

 

4. Data Reduction 

The next stage is data reduction, during which the Particle Swarm Optimization (PSO) algorithm is 

applied. In the PSO method, particles act as representations of candidate solutions in the search space, forming 

a population known as a swarm. This swarm is initialized by randomly distributing values of 1 and 0. Each 

particle will be selected if its main component value is 1, while components with a value of 0 are ignored. In 

this example, PSO is used for feature selection with the following parameters: a population size of 5, a 

maximum of 30 iterations, an inertia weight of 1.0, acceleration constants c1 and c2 set to 1.0, and random 

values for speeds r1i and r2i derived from the training data. 

 

3.4. Modelling 

In the modeling stage, the Random Forest algorithm is used to predict student graduation. 

Subsequently, Particle Swarm Optimization (PSO) is applied. PSO serves as a feature selection method that 

helps to select the parameters needed by the Random Forest algorithm, thereby enhancing its accuracy. 

 

1. Random Forest. 

The stages of Random Forest, using equations 1 and 2, as shown in Table 10, yield the gain values for 

each attribute. 

 

Table 10. Calculation of Gain Values from Random Forest 

Attribute Gain Values 

Study Program 0.0215 
Gender 0.0374 

Age 0.0404 

SAS 0.7457 
SLAs 0.4543 

ISS 0.589 

GPA1 0.3248 
GPA2 0.4827 

GPA3 0.5549 

GPA4 0.6074 
CH1 0.0022 

CH2 0.2697 

CH3 0.4224 
CH4 0.4981 
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Based on Table 10, the calculations using the Random Forest formulas indicate that the attribute 

Student active status has the highest gain value of 0.7457. The attribute with the highest gain value will be used 

as a branch in the decision tree. This gain value is obtained to form several decision trees from bootstrap 

random samples of the training data using the bagging method or random features to create a forest of decision 

trees. The testing process involves making predictions with each decision tree, and the final label is determined 

through a voting mechanism. 

The results of the predictions for the dataset of students graduating on time, using the Random Forest 

algorithm with an 80:20 data split and predicted with 100 decision trees, are shown in Table 11. 

 

Table 11. Final Voting Results 

Remarks Prediction 
Confidence (On 

Time Graduation) 

Confidence (Late 

Graduation) 

0 0.99 0.01 0.00 

1 0.13 0.87 1.00 
0 0.96 0.04 0.00 

1 0.00 1.00 1.00 

… … … … 
0 1.00 0.00 0.00 

TP 571 

FP 2 
TN 313 

FN 4 

 

In the prediction results shown in Table 11, there are 571 true positives (TP) for students predicted to 

graduate, 2 false positives (FP) for incorrect predictions of on-time graduation, 313 true negatives for students 

correctly predicted not to graduate on time, and 4 false negatives for incorrect predictions of students who did 

not graduate on time, 

 

2. Particle Swarm Optimization 

The stages of Particle Swarm Optimization, using equations 1 and 2, and shown in Table 12, illustrate 

the results of feature selection through Particle Swarm Optimization. 

 

Table 12. Hasil Seleksi Fitur dengan PSO 

Attribute Value 

Study Program 0.819 

Gender 0.000 
Age 0.000 

SAS 1.000 

SLAs 1.000 
ISS 1.000 

GPA1 1.000 

GPA2 0.000 
GPA3 0.488 

GPA4 0.000 
CH1 1.000 

CH2 1.000 

CH3 0.255 
CH4 0.000 

 

It can be observed in Table 12 that the feature selection results using PSO show the following values: 

the attribute study program has a value of 0.819, gender has a value of 0, age has a value of 0, Student Active 

Status (SAS) has a value of 1, Student Leave of Absence Status (SLAS) has a value of 1, Inactive Status for 

Semester 1 (ISS) has a value of 1, GPA1 has a value of 1, GPA2 has a value of 0, gpa3 has a value of 0.4882, 

GPA4 has a value of 0, credit hour in semester 1 (CH1) has a value of 1, credit hour in semester  2 (CH2) has 

a value of 1, credit hour in semester 3 (CH3) has a value of 0.2554, and credit hour in semester 4 (CH4) has a 

value of 0. It can be concluded that the best attributes are study program, Student Active Status (SAS), student 

Leave of Absence Status (SLAs), Inactive Status for Semester 1 (ISS), GPA1, credit hour in semester 1 (CH1), 

and credit hour in semester 2 (CH2). 

 

3.5. Evaluation 

In this evaluation stage, the performance results are presented using a confusion matrix from the 

Random Forest model, which has been trained to identify patterns and make predictions on new or unknown 

data (test data). The training data was split using a data splitting method with a ratio of 70:30, where 70% of 
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the data was used for training and 30% for testing. Additionally, other ratios used were 80:20 (80% training, 

20% testing) and 90:10 (90% training, 10% testing). The test evaluation results were compared with two other 

algorithms: K-NN and Naïve Bayes. The following are the evaluation results of the three models, with the 

notation: Prediksi Positive (PP) indicating Predicted On-Time Graduation, Prediksi Negative (PN) indicating 

Predicted Late Graduation, Aktual Positive (AP) indicating True On-Time Graduation, and Aktual Negative 

(AN) indicating True Late Graduation. 

 

Table 13. Results Confusion Matrix 

Algorithm Split data 70:30 Split data 80:20 Split data 90:10 

Random 

Forest 

 PP PN  PP PN  PP PN 

AP 859 4 AP 571 4 AP 287 1 
AN 3 469 AN 2 313 AN 2 155 

K-NN 

 PP PN  PP PN  PP PN 

AP 860 3 AP 572 3 AP 287 1 
AN 92 380 AN 58 257 AN 27 130 

Naïve Bayes 

 PP PN  PP PN  PP PN 

AP 856 7 AP 569 6 AP 285 3 

AN 2 470 AN 1 314 AN 1 256 

 

Table 14. Comparison of Model Evaluation Results Using Confusion Matrix 

Algorithm 
Split data 70:30 

Accuracy Precision Recall F-Measure 

Random Forest 99.48% 99.65% 99.54% 99.59% 

K-NN 92.88% 90.34% 99.65% 94.77% 
Naïve Bayes 99.33% 99.77% 99.19% 99.48% 

 Split data 80:20 

Accuracy Precision Recall F-Measure 

Random Forest 99.33% 99.65% 99.30% 99.48% 

K-NN 93.15% 98.91% 98.70% 98.80% 
Naïve Bayes 99.21% 99.82% 98.96% 99.29% 

 Split data 90:10 

Accuracy Precision Recall F-Measure 

Random Forest 99.33% 99.31% 99.66% 99.48% 
K-NN 93.71% 91.40% 99.65% 95.35% 

Naïve Bayes 99.10% 99.56% 98.96% 99.30% 

 

From the evaluation results presented in Table 14, Random Forest demonstrates the best performance 

across all data split scenarios, achieving the highest metrics for Accuracy, Precision, Recall, and F-Measure. 

In the 70:30, 80:20, and 90:10 data splits, as well as in the 10-Fold Cross-Validation, Random Forest 

consistently recorded the highest Accuracy values, reaching 99.48% for the 70:30 split and 99.33% for both 

the 80:20 and 90:10 splits. Meanwhile, Naïve Bayes also performed very well, though slightly below Random 

Forest, with a maximum Accuracy of 99.33% in the 70:30 split. K-NN exhibited the lowest performance among 

the three models, with its highest Accuracy recorded at 93.71% in the 90:10 split. Therefore, Random Forest 

is the superior model for this dataset, followed by Naïve Bayes, and lastly K-NN. 

 

3.6. Development 

The Deployment process is carried out after testing and evaluating several algorithms, namely 

Random Forest, K-NN, Naïve Bayes, and Random Forest + PSO. Based on the evaluation results, the Random 

Forest + PSO algorithm has proven to be superior in predicting on-time student graduation. Below is a display 

of the web-based prototype developed using Python programming language with the Streamlit framework. 

 

  

Figure 6. Dashboard Figure 7. Prediction Page 
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4. CONCLUSION 

The findings of this research indicate that the application of the PSO method successfully identified 

the factors influencing on-time graduation for students, namely the study program, student enrollment status, 

leave of absence status, inactive status in the first semester, GPA1, CH1, and CH2. Furthermore, the use of the 

PSO and Random Forest algorithms to predict on-time graduation yielded the best performance, with an 

accuracy of 99.63%, precision of 99.77%, recall of 99.65%, and an F1 score of 99.71%. For future research, it 

is recommended to incorporate additional variables that may impact student graduation to enhance model 

accuracy, as well as to test other algorithms different from those used in this study. 

However, this study has several limitations that need to be considered. First, the data used only 

includes certain variables, meaning it does not account for all factors that could potentially affect students' 

timely graduation. Second, the models employed in this study are limited to the PSO and Random Forest 

algorithms, and other algorithms that may perform better with the given dataset have not been tested. 

For future research, it is recommended to identify and include additional variables that may influence 

student graduation, such as economic factors, involvement in academic activities, and others. Additionally, 

exploring other ensemble learning algorithms such as AdaBoost, Gradient Boosting, and XGBoost is necessary 

to compare their performance with the algorithms used in this study. Researchers should also consider using 

cross-validation techniques to ensure a more robust and generalizable model for a broader dataset. 
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