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 The consistently declining rice harvest will cause several economic 

and environmental problems. The unstable and unpredictable climate 

change was believed as the main problem of the declining rice harvest. 

We proposed a method for forecasting climate change to help the 

farmer in their rice cultivation. We used Support Vector Regression 

(SVR) to improve algorithm steps such as normalizing the data and 

applying an Adaptive Linear Combiner (ALC) to optimize the dataset 

before we processed it with the algorithm. Our model gets 95% 

accuracy as measured with the confusion matrix. We believe our 

model will help the farmers in their rice cultivation with good climate 

forecasting. A further benefit of this research we belief that with the 

well-forecasted climate, the usage of pesticides will decrease and will 

help the vision of the Indonesian government with a green economy. 
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1. INTRODUCTION 

The background of this research was because of consistently declining rice harvest levels year after 

year. This is evident from the 2023 Dry Unhusked Rice (GKG) yield, which was only 53.98 million tons, the 

lowest in the last decade, down 33.5% from its peak in 2017 [1], [2]. Based on several previous researches, 

unstable and unpredictable climate change in many areas of Indonesia was the cause of declining rice harvest 

levels [3], [4] besides rice diseases and pests [5]. Another effect was the increasing usage of pesticides and 

other chemical materials to sustain crops during unstable weather. This situation didn’t support the green 

economy concept because the excessive usage of pesticides and chemicals caused environmental damage [6], 

[7]. 

The adverse weather if remaining unpredictable will cause several negative effects: 1) Food security 

will be threatened because Indonesia as a country with the highest rice consumption, will have to import rice 

if rice production cannot be increased. 2) Unstable price because the demand was higher than supply, as in 

economic laws it will make the price higher. 3) Unable to achieve a green economy because of high usage of 

pesticide [7], [8], [9]. The solution to this problem is to use big data to predict climate change based on previous 

data so that farmers will be better prepared to plant rice, use fewer pesticides, and get better results in rice 

harvest. 

With the big impact of adverse weather on rice harvesting, it’s important to forecast the weather 

change [10], so it can improve the rice harvest. But there are many challenges in forecasting weather such as 

too much data that can impact the weather forecast and weather data is also the timescale data. So, 

implementing the machine learning algorithm could help in forecasting the weather [11] 
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As the grand theory for this research, we found that some researchers conduct supervised learning 

algorithms in predicting climate for several purposes and also for increasing rice harvest. Research from [12] 

conducted the use of mLSTM to determine the influence of climate change on rice harvest. Wang [13] applied 

Support Vector Machine (SVM) for future climate prediction for several purposes. Khatri [14] used 

AutoRegressive Integrated Moving Average (ARIMA) to predict climate change. The conclusion from the 

several researches is the algorithm works well in predicting climate change. But, for agriculture, there is not 

enough to know what will happen with the climate by inputting the real weather conditions. Farmers need to 

forecast what will happen to the environment in the future for better preparation. 

A regression algorithm may work well for predicting future climate based on previous data. Malik 

[15] states that regression algorithm especially Support Vector Regression (SVR) better for forecasting and 

SVR also improve from SVM, because it can handle multi-labeled data better also SVM has worse performance 

if compared to ARIMA and LSTM [16]. For better implementation in real cases such as weather forecasting, 

the SVR algorithm also has a gap in its implementation. Khosla [17] research combined Artificial Neural 

Network (ANN) with SVR for increasing crop yield by forecasting climate. The result was not so accurate 

enough because the data is random and has many labels, as we know the weather data is also random and has 

many labels. 

This research focused on SVR because compared to other algorithms, SVR is more robust to outlier 

data, and weather data sometimes can be abnormal [18]. SVR is less prone to overfitting, and in climate 

forecasting, because the overfitting to noise data can lead to poor generalization [19]. SVR is also can perform 

well with low computer power, so it doesn’t need large computational power as compared to other machine 

learning algorithms such as ANN [20]. 

SVR has also been implemented in several researches, especially in forecasting. Xu and Jiang, forecast 

the traffic flow using a deep belief network with SVR and achieve a high prediction result compared to other 

traditional machine learning models [21]. The research by Quan et.al, [19] focused on forecasting water 

temperature in reservoirs using SVR. The result was outperforming other machine learning models in accuracy 

and efficiency metrics. Similar results from Fan et.al, [22] while forecasting short-term electricity load using 

SVR. The result also gets better accuracy while using SVR compared to another machine learning algorithm. 

As a contribution to this research, we also try to improve the algorithm, by adding a step to optimize 

the data so it can improve the forecasting accuracy. Qu [23] research found labeling the data before processing 

it will increase the accuracy. Because it makes sure the data has the right target label. So, in this research, we 

try to combine SVR with the labeling step to forecast future climate change. So, it will help the rice farmer to 

prepare better for their rice harvesting. Better preparation may also use less pesticide which will support the 

green economy concept by taking care of the environment 

 

2. RESEARCH METHOD 

We proposed a method to increase the accuracy of weather forecasting, so the rice harvest will be 

increased. Our research method can be seen in Figure 1. 

 

 

Figure 1. Research Method 
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Below here will briefly explain the method we used in this research. We used the Indonesia climate 

data from Badan Metereologi, Klimatologi, dan Geofisika (BMKG) and we got it from Kaggle. The use of 

Indonesia's climate data gives an accurate image of climate forecasting with the real conditions happening in 

Indonesia. The data is from 1978-2022, containing 16.391 rows of data and 34 variables. We preprocessed the 

data by changing the row with a null value into 0 and clearing the column with null data. After clearing the 

data process there are remaining 25 variables and 15.978 rows data. The cleaned data can be seen in Table 1. 

 
Table 1. Cleaned Data 

tempmax tempmin temp feelslikemax feelslikemin feelslike dew humidity precip precipprob precipcover 

32,1 25,1 28,1 39,3 25,1 31,4 24,8 83,5 0,0 0,0 0,0 

31,1 25,1 27,9 37,9 25,1 31,8 24,9 84,4 0,0 0,0 0,0 

32,1 26,1 29,0 40,8 26,1 33,6 25,5 82,7 0,0 0,0 0,0 

33,1 25,1 28,5 39,4 25,1 32,2 25,1 83,2 0,0 0,0 0,0 

31,1 24,1 27,1 44,4 24,1 30,7 23,1 85,2 0,0 0,0 0,0 

30,1 24,1 26,1 37,6 24,1 27,8 24,7 92,2 0,0 0,0 0,0 

31,1 24,1 27,4 42,4 24,1 31,6 25,4 89,7 0,0 0,0 0,0 

29,1 24,1 27,0 34,7 24,1 29,6 24,7 87,8 9,0 100 4,17 

32,1 25,1 27,0 39,3 25,1 28,7 24,5 87,7 0,0 0,0 0,0 

 

Next step we need to clear the outlier data before we normalized with Min-Max Scaling because the 

algorithm sensitive to the outlier data [24]. We need to normalize the data because normalized the data can 

increase the prediction result, especially in data with many units and weather data is so many different units 

[25]. After clearing the outlier data, the remaining data is 15.969 data, and we also applied the Min-Max 

algorithm to normalize the data using this formula [24]: 

 

𝑋scaled  =  (𝑋 − 𝑋𝑚𝑖𝑛) / (𝑋𝑚𝑎𝑥  −  𝑋𝑚𝑖𝑛)    (1) 

 

Where: 

X : Original data (value) 

Xmin : Minimum value from the label 

Xmax : Maximum value from the label 

Xscaled : Scaled data (value) 

 

An example of the applied formula can be seen in Table 2. 

 
Table 2. Normalized Original Data into Scaled Data 

Label Original Data Scaled Data 

Temp 28,1 0,493589 

 27,4 0,448717 
Feelslike 31,4 0,529680 

 27,8 0,365296 

dew 24,8 0,906077 
 23,1 0,812154 

Humidity 83,5 0,710227 

 92,2 0,875000 

 

When finished with the normalization, we continued with labeling the data because weather data is 

combined from multiple model data and we need to make sure the label on the data is for the data and no 

misplaced label. Based on [26] Adaptive Linear Combiner was ideal for labeling the data. We used these steps 

of Adaptive Linear Combiner based on [27]: 

1. Initialize weights for each data variable w₁, w₂, ..., wᴋ, usually the value is equal (1/K), where K is 

the total of the variable and Σwᵢ must be 1. For our data, it has 28 variables, so the weights for each 

variable are: wᵢ = 1/28 = 0,0357 

2. For each data, calculate the combined prediction using the formula: 

 

ŷ = w₁f₁(x) + w₂f₂(x) + ... + wᴋfᴋ(x)c     (2) 

 

Here is an example of combined prediction, which can be seen in Table 3 
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Table 3. Combined Prediction of Adaptive Linear Combiner 

Xscaledtemp Xscaledfeels Xscaleddew Xscaledhumid ALC 

0,493590 0,529680 0,906077 0,710227 0,094232 
0,480769 0,547945 0,911602 0,727273 0,095233 

0,551282 0,630137 0,944751 0,695076 0,100718 

0,519231 0,566210 0,922652 0,704545 0,096841 
0,429487 0,497717 0,812155 0,742424 0,088599 

0,365385 0,365297 0,900552 0,875000 0,089472 

0,448718 0,538813 0,939227 0,827652 0,098332 

 

After the combined prediction, we need to calculate the error of the combined prediction and also for 

each variable error. The formula to count of each variable error is:  

 

eᵢ = |y - fᵢ(x)| for i = 1 to K     (3) 

 

where the formula to count the error of combined prediction is: 

 

e_combined = |y - ŷ|e                  (4) 

 

After we get the error value, we need to update the weight with the formula: 

 

w'ᵢ = wᵢ * β^|y - fᵢ(x)|               (5) 

 

3. Repeat step 2 for all instances in the training set until the error value is small enough, and in this 

research, our threshold is 0,005. 

 

When the data is already labeled, before we can process it with the SVR algorithm we convert the 

target variables to the integer type. So, we can measure the accuracy. Because the target variable was string 

type. In the data there are 6 types of targets and here the target and converted result 

1. Overcast → 0 

2. Partially Cloudy → 1 

3. Clear → 2 

4. Rain, Overcast → 3 

5. Rain, Partially Cloudy → 4 

6. Partially Cloudy → 5 

 

For the SVR algorithm, we used the steps based on [28]. The details of each step can be seen below: 

1. With the training dataset form ((x₁, y₁), ..., (xₙ, yₙ)) where xi was the input vector and yi was the target 

value, we can use the simple SVR function that can be expressed as: 

2.  

𝑓(𝑥) = 𝑤 ∗  ∅(𝑥) + 𝑏              (6) 

Where: 

𝑤 : weight vector in the feature space 

∅ : transfer function 

𝑏 : bias 

 

3. Find the optimal SVR function 𝑓(𝑥) to minimize ||w||² and to ensure all residual in ε was insensitive. 

The optimized formulation can be expressed as: 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
1

2
 ||𝑤||2 + 𝐶 ∑ 𝜉𝑖 +  𝜉𝑖

∗𝑁
𝑖=1               (7) 

 

Subject to: {

𝑌𝑖  −  𝑓(𝑥)  ≤  𝜀 +  𝜉𝑖

𝑓(𝑥)  −  𝑦𝑖  ≤  𝜀 +  𝜉𝑖
∗

𝜉𝑖 , 𝜉𝑖
∗  ≥  0, 𝑖 =  1, 2,3, . . . , 𝑁

    (8) 

 

Where 𝜉𝑖  𝑎𝑛𝑑 𝜉𝑖
∗ are the slack and the −𝜀 and +𝜀 are the distance between the hyperplane and the 

boundary lines. Because of the limitation of a high-speed computing system, linear support vector 

regression can be expressed as: 

 

𝑦 =  ∑ (∝𝑛 − ∝𝑛
∗ )𝐾(𝑥𝑛 . 𝑥)  +  𝑏𝑁

𝑛=1                 (9) 
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Where, ∝𝑛, ∝𝑛
∗  and 𝐾(𝑥𝑛 . 𝑥) are dual variables and kernel function, which is in this research we used 

radial basis function (RBF) kernel function because it can give better accuracy [25]. 

 

4. The RBF kernel function formula can be expressed as: 

 

𝐾(𝑥, 𝑥𝑖)  =  𝑒𝑥𝑝(−𝛾‖𝑥𝑖  −  𝑥2‖)          (10) 

 

Where,  𝛾 was the kernel parameter, which means that C, 𝛾, and 𝜀 are the parameters that were 

responsible for the SVR performance. 

 

After the process, we measure the ability of our model using the confusion matrix [29], the rule used 

in this research can be seen below: 

1. True Positive (TP) → When the predicted result and the actual result are the same. 

2. False Positive (FP) → When the predicted result is different from the actual result. 

3. False Negative (FN) → When the predicted result is different from the actual result. 

 

We will evaluate several metrics from the confusion matrix based on previous research [30] such as: 

1. Precision, with the formula 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                 (11) 

 

2. Recall, with the formula 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
               (12) 

 

3. F1-Score, with the formula 

 

𝐹1 =  2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
         (13) 

 

4. Support for each class, is how many actual examples are included in the class 

5. Accuracy, with the formula 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 𝑇𝑃

∑(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)
                (14) 

 

3. RESULTS AND ANALYSIS 

The model works well in predicting climate change based on previous data. The prediction result of 

our model can be seen in Table 4. 

 
Table 4. Prediction Result 

Prediction Result Predicted Label 

2 Rain, Partially cloudy 
2 Rain, Partially cloudy 

2 Rain, Overcast 

1 Rain, Partially cloudy 
2 Rain, Partially cloudy 

1 Partially cloudy 

2 Rain, Partially cloudy 
5 Rain, Partially cloudy 

2 Overcast 

2 Rain, Partially cloudy 

 

With 80% of training data and 20% of testing data, we compare the predicted data with the actual data 

to measure our model capability. We compare each data and find if it is the same as the actual data or not. The 

sample of the comparison result on the predicted result with the actual data can be seen in Table 5. 

 
Table 5. Comparison of Prediction Data with The Actual Data 

Actual Data Actual Label Predicted Result Predicted Label 

5 Rain, Partially cloudy 5 Rain, Partially cloudy 

5 Rain, Partially cloudy 5 Rain, Partially cloudy 
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Actual Data Actual Label Predicted Result Predicted Label 

4 Rain, Overcast 4 Rain, Overcast 

5 Rain, Partially cloudy 5 Rain, Partially cloudy 
5 Rain, Partially cloudy 5 Rain, Partially cloudy 

2 Partially cloudy 2 Partially cloudy 

5 Rain, Partially cloudy 5 Rain, Partially cloudy 
5 Rain, Partially cloudy 5 Rain, Partially cloudy 

1 Overcast 1 Overcast  

5 Rain, Partially cloudy 5 Rain, Partially cloudy 

 

From the comparison result our model can gain 95% of accuracy on the confusion matrix. For the 

detail of the comparison result, Figure 2 on the next page will show the result. 

 

 

Figure 2. Actual Result VS Prediction Result 

 

From Figure 2, we know that there are a lot of predicted results categorized as True Positive. The most 

actual labels in the testing data were the Partially Cloudy and the Rain, Partially Cloudy labels. What we can 

explain is, that in the testing data, the data with Partially cloudy label data have about 1.321 actual data. But in 

the prediction result, there are about 1.315 predicted with Partially Cloudy, 1 predicted with Overcast, 3 

predicted with Rain, and 2 predicted with Rain, Overcast. It means that in Partially Cloudy label there is 99,5% 

accuracy. 

Similar result with Rain, Partially Cloudy. It gets 97,2% accuracy from 1.444 true positives with 1.485 

total predictions. There are 40 wrong predicted with Rain, Overcast, and 1 wrong predicted with Rain. The 

worst result was the Overcast label with an accuracy of 41,67%. This percentage result was obtained by 

dividing 30 true positive results with 72 all prediction data. This result may be understandable because 

Indonesia is a tropical country and the climate is majority with high humidity weather such as partially cloudy, 

rainy, partially cloudy, or rainy, overcast [31]. The more detailed testing result can be seen in table 6. 

 

Table 6. Testing Result Each Label and Evaluation 

 Precision Recall F1-Score Support 

Clear 0.00 0.00 0.00 7 

Overcast 0.97 0.42 0.58 72 
Partially Cloudy 0.96 1.00 0.98 1321 

Rain 0.00 0.00 0.00 0 

Rain, Overcast 0.85 0.80 0.82 309 
Rain, Partially Cloudy 0.96 0.97 0.97 1485 

Accuracy   0.95 3194 

Macro Avg. 0.62 0.53 0.56 3194 
Weighted Avg. 0.95 0.95 0.95 3194 

 

The testing result of each label showed that the average accuracy of our model was 0,95 or 95% from 

3.194 predicted data. The average precision from the model was 0,62 or 62% which means that 62% of true 

positive prediction was exactly true positive[32]. This result was caused by the clear label and the rain label 
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did not have a true positive result. We assume that this is because the dataset has less clear and rain-label data. 

It was also supported by the dataset which is only 54 from 15.978 data with the rain and clear label. 

The average recall from our model is 0,53 or 53%, this result aligned with the precision because recall 

is also impacted by the true positive metric. The f1-score was the harmonics average between recall and 

precision. We got 0,56 for our average f1-score which is balanced enough for recall and precision value.  

From the result, we believe that our model was capable of forecasting climate change in the future 

based on the previous data. The 95% accuracy was high enough because the weather data was combined with 

the multiple model data. The confusion matrix rule can be seen in Table 6. 

 
Table 6. Confusion Matrix Result 

A
ct

u
al

 R
es

u
lt

 Predicted Result 

Positive Negative 

Positive 
TP FN 

3035 - 

Negative 
FP TN 

159 - 

 

 From Table 6, we can conclude that the correct predicted result was 3.035 of 3.194 testing data. Which 

is about 95% of accuracy. The correct predicted result means if the actual label was clear and the predicted 

label was also clear and so on. The wrong predicted result was 159 data. In this research, there are no False 

Negative and True Negative because the data is multi-labeled so there is only true or false prediction. 

 

4. CONCLUSION 

The consistently declining rice harvest was caused by several problems. One of the main problems 

was the adverse weather was not well predicted. We implemented Support Vector Regression (SVR) with 

several improvements in the SVR algorithm such as normalization and Adaptive Linear Combiner (ALC) to 

increase the accuracy of forecasting, because weather data have so many different units. Our model has 95% 

accuracy as measured by the confusion matrix. We believed that our model was capable of helping farmers 

forecast climate change in the future to help the farmer increase their rice harvest. The well-forecasted climate 

also helps farmers in reducing the usage of pesticides. So, less usage of pesticides will be more environmentally 

friendly, which aligns with the Indonesian government's vision of a green economy. Future research can be 

done in several ways, such as applying this method with other climate data with a more capable amount of 

lable. The improvement can also be done by combining the algorithm with the other algorithm to increase the 

accuracy by nearly 100%. 
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