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 Automation plays a crucial role in scaling up freshwater fish 

cultivation to address the future threat of food scarcity and meet 

growing nutrition needs. The fish industry, in particular, develops 

automation in the sorting and selection processes. However, research 

on this technology's development is still very limited. In this work, we 

propose an approach for detecting and classifying fish running on 

conveyors. We use YOLOv8, which is the most popular and newest 

deep learning model for object detection and classification. We 

conducted our test using the KMITLFish dataset, a moving conveyor 

belt recording that encompasses common cultivated freshwater fish in 

Thailand along with some endemic species. As a result, our proposed 

method was able to accurately detect and classify eight types of fish at 

a conveyor speed of 505.08 m/h. Moreover, we developed this work 

using a ready-to-use AI platform, intending to directly contribute to 

the advancement of automatic fish sorting system technology in the 

fish industry. 
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1. INTRODUCTION  

Food source scarcity and insecurity have currently become a global issue that is attracting a lot of 

attention [1-3] due to the continued shrinking of agricultural land [4], the fact that the world's population 

continues to increase [5], and the impact of climate change [6, 7]. These factors raise concerns about the 

potential future scarcity of food supplies. Therefore, many preventive measures are being undertaken to 

increase food production, especially to boost agricultural productivity [8]. This includes the cultivation of 

freshwater fish in the agricultural industry, because fish is an important agricultural commodity. People all 

over the world consume fish because it is a source of protein and other beneficial nutrients for the body [9]. 

One way to increase agricultural productivity can be achieved through automation [10-12]. Apart from 

increasing productivity, implementing automation can also maintain the quality of agricultural products [13]. 

The fish farming industry implements automation for tasks like fish monitoring, water quality systems, feeding 

operations, and so on, up to the automatic fish sorting system [9]. For the automatic fish sorting system itself, 

machine or computer vision technology based on deep learning is considered the most effective. This 

technology relies on the development of a reliable deep-learning model to detect and classify fish [14-16]. 

In the last five years, many deep learning-based approaches have been developed to automatically 

detect and classify farmed fish, which can be used to develop automatic fish sorting technology. The author 

summarizes this in Table 1.  
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Table 1. Survey on fish classification work based on deep learning focused on farming fish in the last 5 years 

Work Dataset Method Accuracy Note 

Rauf H.T., et 
al. (2019) 

[17] 

The Fish-Pak [18] 
dataset, consists of six 

fish species. 

Applied a CNN with 32 layers, built from the 

VGGNet plus four convolutional layers. 
96.94% 

Fish classification on 

static images 

Abinaya 

N.S., et al. 

(2021) [19] 

Fish-Pak 

Employ background removal using BLOB, auto-
rotation using MSEE, and image segmentation as 

image preprocessing, then create 3 AlexNet 

networks for each body, scale, and head of fish, 
and finally summarize them with NBF. 

98.64% 
Fish classification on 

static images 

Xu, et al. 
(2021) [20] 

Fish-Pak 

They proposed SE-ResNet152, transfer learning 

from ImageNet, and then applied it to the Fish-Pak 
dataset, optimized with a class-balanced focal loss 

function. 

98.80% 
Fish classification on 

static images 

Shammi 

S.A., et al. 

(2021) [21] 

Fish-Pak Applied a classic CNN. 88.96% 
Fish classification on 

static images 

Banerjee A., 

et al. (2022) 
[22] 

Their own dataset 
consists of 1,500 

images of three Indian 

local carps. 

Proposed Deep Convolutional Autoencoder (DCA). 97.33% 
Fish classification on 

static images 

Previous 

work by 

authors 
(2022) [23] 

Fish-Pak Employing YOLOv4 77.42% 
Fish classification on 

static images 

Md. Asif 

Ahmed, et al. 

(2023) [24] 

BD Fish (constructed 

by themselves) 
consists of eight 

classes of fish. 

CNN combined with a convolutional LSTM. 97% 
Fish classification on 

static images 

Bo Gong, et 
al. (2023) 

[25] 

Fish-Pak 
Proposed a transfer learning system combined with 

vision transformers. 
98.34% 

Fish classification on 

static images 

Previous 
work by 

authors 

(2023) [26] 

KMITLFish, consists 

of eight fish species. 

Using 564 training images and YOLOv4, 

optimized with data augmentation, input image and 
training methods, and labeling technique 

98.15% 

Fish detection and 
classification run on a 

conveyor (video 

image) 

 

Rauf H.T. et al. (2019) proposed a Convolutional Neural Network (CNN) with 32 layers, which was 

built from the VGGNet, and then added four more convolutional layers [17]. They applied the approach to 

Fish-Pak [18], a public dataset consisting of six freshwater-cultured fish species. This approach can classify 

accurately up to 96.94%. In their 2021 study, Abinaya N.S. et al. used a Binary Large Object (BLOB) to remove 

the background, a Multi-Stage Exhaustive Enumerative (MSEE) for auto-rotation, and image segmentation as 

image preprocessing. They then made three AlexNet networks, one for each fish's body, scale, and head, and 

finally summed them up with a Naive Bayesian Fusion (NBF). They also applied this approach to the Fish-Pak 

dataset, achieving an accuracy of up to 98.64% [19]. Xu et al. (2021) also utilized the Fish-Pak dataset. In their 

work, they proposed a SE-ResNet152 transfer learning from ImageNet and then applied it to the dataset, 

optimized with a class-balanced focal loss function [20]. With the approach they proposed, they were able to 

achieve very good final classification accuracy results, namely 98.80%. 

Shammi S.A. et al. (2021) tested a classic CNN on the Fish-Pak dataset. However, the classification 

accuracy results were only 88.96% [21]. Banerjee A., et al. (2022) proposed a Deep Convolutional Autoencoder 

(DCA) to classify carp. They compiled a dataset consisting of 1,500 images of three Indian local carps. The 

resulting accuracy is 97.33% [22]. In the previous work (2022), we applied YOLOv4 to the Fish-Pak dataset 

and were only able to produce a classification accuracy of 77.42% for the complete class [23]. Md. Asif Ahmed 

et al. (2023) created their own dataset, and they called it the BD Fish dataset. The dataset consists of eight 

classes of fish. In their work, they proposed a CNN combined with a Convolutional LSTM (Long Short-Therm 

Memory Unit) [24]. And this approach is able to classify with an accuracy of 97%. Bo Gong et al. (2023) 

discovered the combination of transfer learning and vision transformers, resulting in a classification accuracy 

of 98.34% on the Fish-Pak dataset [25].  

The review above highlights the limited availability of public datasets containing images of freshwater 

fish. Most of the work reviewed uses the FishPak dataset, which contains only static fish images. Our previous 

work considered dynamic data from Thai endemic fish videos moving on a conveyor in 2023 [26]. The fish in 

the video move randomly on a conveyor, making the dataset ideal for developing deep learning-based auto-

sorting technology for cultivated fish. We utilized 564 images and various techniques to optimize YOLOv4, 

achieving the highest accuracy of 98.15% in that work. Meanwhile, the training images are considered large, 
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and currently YOLOv8 has been developed, which, of course, was created with various improvements from 

the previous versions. 

From the works that we have reviewed above, we can summarize the research gap: almost all 

published work on the detection or classification of freshwater-cultured fish does not use moving datasets, so 

it is less applicable for the purpose of developing fish auto-sorting technology. The work that uses moving 

images is our previous work, which we limited to using YOLOv4, but the number of training images used is 

still considered large. This research gap led us to question whether we could propose a method using a different 

model, aiming to reduce the number of training images while still achieving satisfactory recognition results. 

So in this work, we propose different models with different training data treatments, as a development 

from previous studies. The model we use in this work is YOLOv8, which is the latest version of YOLO. We 

apply it to the same dataset (KMITLFish) to compare its performance with the same goal: developing auto-

sorting technology for farmed fish. Ultimately, this work aims to develop an effective and ready-to-use auto-

sorting system for farmed fish, by utilizing a suitable dataset, the latest version of the YOLO deep learning 

model, and a simple method. 

 

2. RESEARCH MATERIAL AND METHOD  

Figure 1 depicts the research flow or method in this work, which can be broadly divided into two 

parts: the training process for preparing the model and testing the model. The next subsection will provide a 

more detailed explanation of each part of the flow chart. 

 

 
(a)                                                  (b) 

Figure 1. The work flow chart, where (a) describes the training process and (b) for the testing 

 

2.1.  Dataset and Image Augmentation 

This work utilizes the KMITLfish dataset, which was introduced and utilized for the first time by the 

author in the previous work [26]. This dataset was created in the laboratory of the Food Engineering 

Department, School of Engineering, King Mongkut's Institute of Technology Ladkrabang (KMITL), Bangkok, 

Thailand, in collaboration with the Instrumentation and Control Engineering Department at the same university 

and a small freshwater fish farming company in Thailand. The dataset consists of 8 types of farmed fish species 

that are commonly cultivated, sold, and consumed in Southeast Asian countries, especially in Thailand and 

surrounding countries such as Cambodia, Laos, Myanmar, etc. Moreover, 3 of the 8 fish species are endemic 

to the Chao Phraya River, the main river in Thailand. The eight species of fish are listed in Table 2, and 

examples of fish for each species in the KMITLfish dataset can be seen in Figure 2. 
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Table 2. Fish species in the dataset 

No. Fish class ( species) 

1 Yeesok (Labeo rohita) 
2 Nuanchan (Cirrhinus microlepsis) 

3 Tapian (Barbonymus gonionotus) 

4 Nai (Cyprinus carpio) 
5 Jeen Ban (Hypophthalmichthys molitrix) 

6 Jeen To (Hypophthalmichthys nobilis) 

7 Nin (Oreochromis niloticus) 
8 Sawai (Pangasianodon hypophthalmus) 

 

    
(a)                                                               (b) 

    
(c)                                                            (d) 

    
(e)                                                            (f) 

    
(g)                                                            (h) 

Figure 2. Fish species in the KMITLFish dataset: (a) Yeesok, (b) Nuanchan, (c) Tapian, (d) Nai,  

(e) Jeen Ban, (f) Jeen To, (g) Nin, and (h) Sawai [26] 

 

In Thailand, farmers cultivate these fish simultaneously in a single pond. Once harvested, the workers 

manually sort the fish at the fish hub before shipping and selling each type of fish [26]. As a result, this dataset 

is ideal for developing automatic fish detection and classification technology because it will have a direct 

impact on the industry. This dataset consists of static images and videos. The video image is a recording of fish 

running on a conveyor in random positions and sequences with two different speed settings, namely low 

(116.65 m/h) and high (505.08 m/h). The video has a frame size of 1920x1080 (width x height) and a frame 

rate of 29.97 frames per second. We use this video because this work aims to detect and classify fish to develop 

automatic sorting system technology. Figure 3 illustrates the setup for capturing video images and provides an 

overview of the results. 
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(a) 

 

   
(b)                                                                                      (c) 

Figure 3. (a) Set-up to take the video, and (b,c) are examples of capturing video results [26] 

 

When developing fish auto-detection and classification technology using these video images, we 

encountered several challenges, particularly those based on deep learning: 

1. First, the position of the fish running on the conveyor is random. This requires that the deep learning 

model created have high translation invariant capabilities so that the model can still classify fish 

correctly even though the fish is passing in various possible positions, such as turning, turning upside 

down, and so on. Despite the conditions of this dataset, the model must maintain its accuracy in 

classifying fish, even when parts of the fish, like the bent tail, are not visible. 

2. Second, the conveyor used is small and does not dominate the frame. This results in a varied 

background for the fish object, rather than a monotonous conveyor system. This is a challenge and 

can affect detection and classification accuracy [26, 27]. 

3. Thirdly, a significant challenge lies in the fact that the fish in the dataset exhibit high similarity. For 

instance, the Jeen Ban-Jeen To, Yeesok-Nuanchan, and Nai-tapian fish exhibit striking similarities. 

Jeen Ban and Jeen To ish have almost the same appearance. The only difference is that Jeen To's head 

is larger, and his scales have black spots. Yeesok and Nuanchan fish also have almost the same shape. 

The most striking difference between them is that Yeesok has darker-colored scales, whereas the 

Nuanchan fish has brighter (shinier) scales and orange fins. Meanwhile, Nai and Tapian fish also have 

almost the exact same shape. A significant characteristic that differentiates the two is the color of their 

scales, where the Nai fish has yellow scales while the Tapian fish has bright (shiny) skin. This 

similarity between one class and another presents a high-level challenge. The techniques used in an 

approach to classify these fish automatically must be able to maintain these distinguishing features, 

and the deep learning model employed must be able to extract them effectively so that the model can 

classify each fish correctly. 

 

In this work, we use three videos from the dataset. We extracted the video "low speed 1 no 

audio.mp4", which has a duration of 17 minutes and 13 seconds and used it as training data. Meanwhile, the 

video "high speed no audio.mp4" (hereinafter referred to as "video high speed-1") is 8 minutes and 24 seconds 

long, and the video "washed-high speed no audio.mp4" (hereinafter referred to as "video high speed-2" ), with 

a duration of 17 minutes and 13 seconds, is used as test data. Table 3 summarizes the details of this video's use. 
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Table 3. Video images utilized in the KMITLFish dataset 

No. 
The file’s name in 

the dataset 
Names in this work 

Conveyor 

speed (m/h) 

Frame size 

(W x H) 

Frame rate 

(frame/s) 
Duration Note 

1 
low speed 1 no 

audio.mp4 
Low-speed video 116.65 

1920x 1080 29.97 

17 min, 13 

s 

Extracted for 

training data 

2 
high speed no 

audio.mp4 
High-speed video 1 505.08 8 min, 24 s 

For testing 
data 

3 

washed- high 

speed no 
audio.mp4 

High-speed video 2 505.08 
17 min, 13 

s 

For testing 

data 

 

We obtained 140 static images from low-speed video extraction, which will serve as training data. We 

obtained this image by taking a screenshot of each fish as it passed through the conveyor. We took a screenshot 

of each fish when it passes through three positions: when it appears fully visible, when it is in the exact middle 

position, and before it leaves the frame. Figure 4 exemplifies the extraction of the Nai fish. 

 

    
(a)                                                              (b) 

 

 
(c) 

Figure 4. Example of extracting images for one fish from the low-speed video: (a) when the fish appears in 

its entirety, (b) at the exact center position, and (c) before the fish leaves the frame [26] 

 

We then augmented this image using horizontal and vertical flips techniques. These augmentation 

techniques are suitable for recognizing fish on conveyors [19]. After the augmentation process, the image data 

grew to 443 images. When compared with our previous work, the number of these training images is lower, 

whereas in our previous study, we used 564 images. In this work, we eliminated images that contained fish 

objects that were not fully visible. 

 

2.2.  YOLOv8 and The Training Process 

You Only Look Once (YOLO) is the most popular and widely used deep learning algorithm or model 

for object detection and classification. YOLO has been widely developed and applied in various fields such as 

industry, agrotechnology, autonomous vehicles, etc., even in the development of military technology  [29, 30]. 

Since its first release, YOLO has continued to be developed until the current version 8, which was introduced 

in January 2023 by Ultralytics, the company that developed YOLOv5. In version 8, YOLO is introduced in 

several variants, including YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l, and YOLOv8x. Each variant has the 

same size but has a different speed, number of parameters, and FLOPs [31]. Figure 5 from the YOLOv8 website 

presents a simple and easier-to-understand YOLOv8 architecture. 

YOLOv8 reportedly supports multiple vision tasks such as object detection, pose estimation, tracking, 

segmentation, and classification [32]. The major development of YOLOv8 compared to the previous version 

is that YOLOv8 now uses mosaic data augmentation, anchor-free detection, a C2F module, a decoupled head, 

and loss for final classification [32]. Architecturally, YOLOv8 uses a modified CSPDarknet53 backbone. The 

CSPLayer used in previous versions was replaced by the C2f module. Through feature pooling into a fixed-

size map, a spatial pyramid pooling fast (SPPF) layer expedites computation. SiLU activation and batch 

Direction of flow 



IJAIDM p-ISSN: 2614-3372 | e-ISSN: 2614-6150  

 

Fish Detection and Classification with YOLOv8… (Kuswantori & Suroso) 

453 

normalization are present in every convolution. To handle objectivity, classification, and regression tasks 

separately, the head is detached. These architectural details of YOLOv8 are nicely described by [33]. 
 

 

Figure 5. Architecture of YOLOv8 [28] 

 

In the training process, we used 443 images, as explained previously. Among the 443 training data 

images, many contain more than one different type of fish in a single image, allowing the ground truth data to 

exceed the total number of training images (443). Nin fish appear most frequently in this training data because 

they are the most numerous species in the dataset. Meanwhile, for the other fish, the numbers are relatively 

even, between 60 and 66. Figure 6 illustrates the ground truth labeling used in this training process. In one 

training image, we can see that there may be more than one fish object. Table 4 lists the number of ground 

truths for each fish class. 

 

Table 4. Ground truth for every class in the training process 

No. Fish Class 
Ground truth from the 

training images 

Used for 

training 

1 Yeesok 63 63 
2 Nuanchan 66 66 

3 Tapian 63 63 

4 Nai 63 63 
5 Jeen Ban 60 60 

6 Jeen To 60 60 

7 Nin 333 333 
8 Sawai 60 60 

 

During the training process, we employ a combination of labeling techniques, specifically the 

landmark technique for large fish (Sawai) and the conventional square labeling technique for other small fish. 

The landmarking technique removes various objects from large Sawai fish, potentially disrupting the learning 

process in the deep learning model. For small fish, the surrounding background is not very diverse. The 

conveyor still dominates the background and incorporating it into the training process is beneficial as it aids in 

extracting fish body shape features that are crucial for fish differentiation. For other smaller fish, we employ 

conventional labeling techniques. The work [26, 27] provides a more detailed explanation of the combination 

labeling technique, which has been reported to increase accuracy when using YOLO. Figure 6 also provides 

an overview of this labeling technique. 

This work uses the YOLOv8m 640, which is 169 MB in size. The training and work process uses 

CiRA-CORE, an AI deep learning platform from AMI (Advanced Manufacturing Innovation)-KMITL, 

Bangkok, Thailand. The main advantage of this platform is its ease of use and connection to other devices, 

making it a ready-to-use technology [34]. The training process uses a batch size of 16, subdivision 8, and only 

rotation for data enrichment with a setting of -180 to 180 degrees in 90 steps. We can successfully complete 

the training process in just 27 minutes and 52 seconds, with a loss of 0.0570. We carried out the training in 

2197 iterations. The PC used is a desktop PC with an Intel® 1151 CoreTM i7-9700 3.0 GHz processor, 32 GB 

of DDR4/3200 RAM (Random Access Memory), and an NVIDIA GeForce RTX 3070 8 GB GDDR6 GPU 

(Graphical Processing Unit). As a practical recommendation, readers can use the same YOLOv8 type and 

training method to help achieve effective training, as demonstrated in this work, in the same or similar cases. 
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                                        (a)                                                                                    (b) 

Figure 6. Labeling technique in the training process: (a) with the landmarking technique for Sawai;  

(b) using the conventional (square) technique for other classes 

 

2.3.  Confusion Matrix 

A confusion matrix evaluates the detection and classification results of the proposed approach. This 

matrix consists of 4 parts, namely the truth base group, namely True Positive (TP) and True Negative (TN), 

and the error base group, namely False Positive (FP) and False Negative (FN). TP is defined as when the model 

can detect and classify fish correctly. TN occurs when the model fails to identify fish due to their absence. We 

do not use this parameter in our work. FP is determined when the model detects incorrectly or can detect but 

misclassify, including double classification or more. When the model fails or cannot detect fish, it yields FN. 

We measure these parameters when the fish object is precisely in the middle of the frame. 

Equation (1) to (4) in this work denote the values of accuracy, precision, recall or sensitivity, and F1 

score using this confusion matrix. 

. 

          
%100

++
=

FNFPTP

TP
Accuracy

 
(1) 

 

           
100 %.Precision = 

+

TP

TP FP  
(2) 

 

           
/ 100 %.Reca = 

+

TP
ll Sensitivity

TP FN  
(3) 

 

            

2* *
1 100 %.

Pre Reca

Pre Reca
= 

+

cision ll
F Score

cision ll  
(4) 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

After using training images from low-speed video extraction for the YOLOv8 training process, we 

test the trained model using high-speed videos 1 and 2. We evaluate the test results using a confusion matrix 

to derive accuracy values and other parameters. These parameters include precision, recall or sensitivity, and 

the F1 score. Figure 7 depicts the entire flow of this work. 

 

 

Figure 7. The Workflow of This Paper 
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Table 5 summarizes the results of these experiments, and Figure 8 and Figure 9 provide a more 

detailed depiction of the entire performance model for all classes and the confusion matrix of model 

performance, respectively. 

 

Table 5. Experimental results 
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Note 

Yeesok 18 17 1 0 94.44 94.44 100 97.14 
1 double classified 

also as Nuanchan 

Nuanchan 21 20 0 1 95.24 100 95.24 97.56 

1 miss detect because 

doubt beetween 

Nuanchan and Yeesok 
below 50% confidence 

score 

Tapian 20 20 0 0 100 100 100 100 - 

Nai 20 19 0 1 95.00 100 95.00 97.44 

1 miss detect because 

doubt beetween Nai 

and Tapian below 50% 
confidence score 

Jeen Ban 21 21 0 0 100 100 100 100 - 

Jeen To 21 15 2 4 71.43 88.24 78.95 83.33 

2 wrong classifieds as 
Jeen Ban, 4 miss 

detect because doubt 

beetween Jeen To and 
Jeen Ban below 50% 

confidence score 

Nin 171 171 0 0 100 100 100 100 - 

Sawai 21 21 0 0 100 100 100 100 - 

Total 313 304 3 6 97.12 99.02 98.06 98.54 - 

 

 

Figure 8. Model performance 

 

 

Figure 9. Confusion matrix for model performance 
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According to the experimental results, the proposed approach can achieve a total accuracy of 97.12%, 

with precision, sensitivity, and F1 score values of 99.02%, 98.06%, and 98.54%, respectively. The Tapian, 

Jeen Ban, Nin, and Sawai classes demonstrate perfect detection and classification results, achieving complete 

correct detection and classification. The Jeen To class displayed the worst results, with 6 errors, followed by 

the Yeesok, Nuanchan, and Nai classes, each with 1 error. If detailed, the six errors in the Jeen To class 

consisted of two misclassifications of Jeen Ban fish and four failed detections. The model made a double 

classification error in the Yeesok class, classifying the Yeesok fish as a Nuanchan fish. In the Nuanchan class, 

one error is a failed detection. In the Nai class, one error is also a detection failure. 

If we observe, the problem lies in the similarities between fish in several classes. Jeen To fish bears a 

striking resemblance to Jeen Ban fish, Yeesok shares similarities with Nuanchan, and Nai fish resembles 

Tapian. This is what makes the model misclassify or double-classify fish with other similar fish. The model 

misclassified the Jeen To fish as Jeen Ban and double-classified the Yeesok fish as Nuanchan. In addition, the 

model finds it challenging to distinguish between the fish in the two classes due to their similarity, leading to 

uncertainty at a confidence score level of less than 50%. Consequently, the model's failure to detect results 

from setting the detection threshold at a minimum confidence score of 50%. This happens when the model fails 

to identify a Jeen To fish because it isn't sure whether it is a Jeen Ban or Jeen To fish (confidence score of less 

than 50%). It also happens when the model fails to identify a Yeesok or Tapian fish when it isn't sure whether 

it is a Nuanchan or Nai fish.This could possibly be caused by two causes. First, the model's ability to 

differentiate between similar types of fish is imperfect and can be improved. Second, the condition of the fish 

image is disturbed when the model performs classification.  

Regarding the second cause, visual observations during the testing process reveal that certain 

conditions, such as glare from lights, can disrupt the appearance of the fish image object during the 

classification process. This glare distorts the pattern and color of fish scales, despite these being the primary 

distinguishing features of fish, particularly those of similar species. In the Jeen To class, as the classification 

progresses, the glare exposes the Jeen To fish's body, distorting the black spot pattern on its scales. This 

distortion makes the fish's body appear predominantly silver in color, a characteristic of the Jeen Ban fish, 

leading to the classification of the fish as a Jeen Ban fish. In other detections, this also makes the model hesitate 

to classify Jeen To and Jeen Ban fish with confidence scores below 50% for each, so that in the end it fails to 

detect the fish that should be Jeen To. This also happened in Yeesok and Nai's classes. Since the glares in the 

middle of fish’ body, its scales take on a dominant silver color, leading to the classification of the Yeesok fish 

as a Nuanchan fish. However, the Nai fish eluded detection due to its challenging model, raising doubts about 

its Tapian classification. This is because Nuanchan and Tapian fish have predominantly silver-scale colors. 

Examples of misclassification due to this (glare interference) can be seen in Figure 10 and Figure 11. 

 

 
(a) 

 

    
(b)                                                            (c) 

Figure 10. (a) an example of a double detection of a Yeesok and Nuanchan, while  

(b) represents the ground truth for Yeesok, and (c) represents Nuanchan 
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(a) 

 

    
(b)                                                           (c) 

Figure 11. (a) illustrates a false detection of a Jeen To fish classified as Jeen Ban, while  

(b) represents the ground truth for Jeen To, and (c) represents Jeen Ban 

 

Similar to the previously published work by the authors [26], the YOLOv4-based approach also 

cannot perfectly detect and classify fish due to this glare problem. The model's uncertainty led to the 

misclassification or non-detection of some fish, with a confidence score below 50%. Therefore, by reducing or 

eliminating glare, which can disrupt the fish's appearance, we can improve the performance of this work in the 

future. If the selection process is conducted indoors, we should avoid placing light or lighting persistently 

above the fish object. If the selection process takes place outdoors, we can incorporate a light net to prevent 

the dazzling light from disrupting the fish's recognition process. 

 

4. CONCLUSION  

This work aims to detect and classify fish automatically using YOLOv8, which is the latest version 

of YOLO, to develop automatic sorting system technology in the fish industry. To validate our proposal, we 

utilized the KMITLFish dataset. We intend to use this video-formatted dataset to develop an automatic sorting 

system. The dataset comprises 8 species of freshwater fish, collectively cultivated in a single pond, and 

manually sorted by humans at the fish hub after harvest, prior to their sale to customers per species. The 

experimental results evaluated the proposed approach using a confusion matrix, yielding a final accuracy of 

97.12%, along with precision, sensitivity, and F1 score values of 99.02%, 98.06%, and 98.54%, respectively. 

Interestingly, in this case, using a different model, YOLOv8, the performance results are not much different 

from using YOLOv4, as in the author's previously published work. In fact, the number of training images in 

this work is 27.31% less. However, the performance of our proposal is relatively high, and because we 

developed it on a ready-to-use software platform, it could directly contribute to the establishment of the fish 

auto-sorting machine, thereby meeting our research objectives. Our future work will focus on investigating 

glare effects and developing a mechanism to reduce them. 
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