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 The productivity of mustard greens is vulnerable to pests and 

diseases that can threaten the yield and quality of the harvest. This 

study aims to detect pests on green mustard plants using the 

Convolutional Neural Network (CNN) method. The dataset used in 

this research consists of 450 images, with 225 images of pest-infested 

mustard greens and 225 images of healthy mustard greens. These 450 

datasets are divided into 400 training data and 50 testing data. The 

testing was conducted fifteen times using CNN architectures with 2, 

3 and 4 convolutional layers, having filter numbers of (64,32) (64, 

32, 16) and (64, 32, 16, 8) respectively, and learning rates ranging 

from 0.1 to 0.00001 with the Adam optimizer. Based on the testing 

results of the learning rate and the number of layers, it was found that 

a learning rate of 0.001 provided the best performance with the 

highest accuracy and the lowest loss, especially in the model with 3 

layers (64, 32, 16), which achieved an accuracy of 94% and a loss of 

24.92%. A learning rate that is too high (0.1) or too low (0.00001) 

results in poor performance and instability, with low accuracy and 

high loss. Therefore, selecting the appropriate learning rate is crucial 

to achieving optimal results in model training. 
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1. INTRODUCTION  

Green mustard plants have become one of the types of leafy vegetables that are easy to cultivate, 

offering ease in the growth and care processes. The reliability of mustard plants in adapting to various 

environmental conditions makes them a top choice for farmers to enhance agricultural sustainability. Besides 

the ease of cultivation, green mustard also has good prospects as a source of income for farmers and a 

contributor to community nutrition. However, the productivity potential of mustard can be hampered by pest 

and disease attacks, which threaten crop yields and plant quality [1]. 

Pest detection in green mustard plants is a critical aspect of agricultural sustainability and food 

security. Green mustard, as an essential component of food and nutrition, often becomes the target of pests 

such as aphids, caterpillars, and various plant diseases. These attacks can harm crop yields and plant quality, 

significantly negatively impacting food security and the local economy. Therefore, efficient solutions are 

needed to detect pests on plants to support sustainable agriculture towards Smart Agriculture. 

Conventional approaches to pest identification on plants involve manual processes that are time-

consuming and resource-intensive. With technological advancements, particularly in artificial intelligence, 

many methods have emerged as promising alternatives to support Smart Agriculture (CNN). One such 

method is the CNN. Research on pest detection in plants using Convolutional Neural Networks has been 

widely conducted due to its ability to recognize and classify images with high accuracy [2 - 4]. Sharma et al. 
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have conducted a study on automatic Pest Detection in Plants using Faster CNN with an average precision 

accuracy of 98% and 94% for 30% testing data[5]. Hadipour-Rokni et al. implemented a machine vision 

system and CNN with transfer learning technique to intelligently detect pests on citrus fruits. The results 

indicate that the VGG-16 and AlexNet models, utilizing the SGDm algorithm, attained the highest accuracies 

of 98.33% and 99.33% respectively [6]. Erin et al. conducted research on classifying green mustard plant 

diseases using the CNN method, achieving an accuracy of 99% [7]. She et al developed a method for 

automatically detecting and counting fruit fly pests in orchards by trap bottles via convolutional neural 

network with attention mechanism added. The results indicate that by incorporating semantic segmentation 

U-Net and YOLOv5 algorithm with attention mechanism, achieving an accuracy of 93.5% in counting pests 

on trap bottle surfaces and 94.3% in counting pests entering trap bottles, facilitating real-time pest monitoring 

in orchards[8]. Nanny et al Nanny et al. developed a superior ensemble of convolutional neural networks for 

insect pest image detection. An ensemble of CNNs trained and optimized using various Adam variants for 

automatic identification of invasive insects achieved the best performance on several datasets, including 

95.52% on Deng, 74.11% on IP102, and 99.81% on Xie2, demonstrating significant potential in accelerating 

the process of recognition and eradication of pests [9]. Sakshi et al. conducted a study on mustard leaf disease 

detection using Sequential CNN, ResNet-50, VGG, and AlexNet. Their approach showed significant 

improvements over traditional methods, providing an efficient tool for disease detection in mustard crops and 

promoting sustainable agriculture for global food security and environmental sustainability[10]. Meanwhile, 

S. Rana et al. implemented an effective approach to detect pests in jute plants using a Lightweight CNN 

model, achieving an accuracy of 99.43%. Integration with Gradio enhanced the accessibility and usability of 

the model for stakeholders [11]. The study by N. U. Noor and F. Solaiman demonstrated that CNN, 

particularly with the ResNet-101 and DarkNet-19 architectures, is capable of classifying plant diseases with 

over 99% accuracy and has the potential to enhance real-time early detection in the agricultural sector [12]. 

S. M. Venkateswara and J. Padmanabhan proposed an automated deep learning-based approach in smart 

agriculture for pest identification and classification using the IP102 dataset, utilizing autoencoders to address 

data imbalance, RGB-based object detection and segmentation techniques, and CNN for classification, 

achieving an accuracy of 84.95% and demonstrating significant potential in enhancing the effectiveness of 

pest control in the agricultural sector [13] and many researchers still use the CNN method for detecting leaf 

diseases [14 – 19]. 

Based on a literature review, this study aims to apply the CNN method in detecting pests on green 

cabbage plants as a revolution in smart agriculture, with the goal of increasing accuracy and effectiveness of 

detection. Focusing on specific plant species, this study will test and select optimal parameters such as CNN 

model architecture, number of kernels or filters, and other parameters like learning rate, number of epochs, 

and batch size. The selection of these parameters will precisely influence the model's performance in 

extracting important features from images and enhancing pest detection capabilities on green cabbage plants. 

CNN is a type of deep learning architecture that has proven successful in pattern recognition on visual data, 

including image processing. In the context of pest detection, CNN can be trained to recognize visual patterns 

indicating the presence of pests on green mustard plants. Implementing the CNN method in pest detection on 

green mustard plants not only provides a practical solution but also can positively impact agricultural 

efficiency and crop yields. By leveraging artificial intelligence in image processing, the hope is to provide 

more effective support to farmers in overcoming pest attack challenges, increasing agricultural productivity, 

and ultimately contributing to global food security. 

 

2. RESEARCH METHOD  

This study utilizes the CNN method to detect pests on green mustard plants using the Python 

programming. The CNN method was chosen for its capability to recognize visual patterns indicating the 

presence of pests on green mustard plants. CNN can effectively learn feature representations from image 

data, thus enabling accurate pest recognition. The system stages in this study are shown in Figure 1. 

 

2.1 Data Collection 

The dataset utilized in this study was sourced from Kaggle. It consists of 450 images, with 225 

images of pest-infested mustard greens and 225 images of healthy mustard greens. Of these 450 images, 400 

are used for training data and 50 for testing data. An example of green mustard plants to be detected is shown 

in Figure 2. 

 

2.2 Labelling Data 

 In the data labeling process, the dataset is divided into two components: training data and testing 

data. The training data is utilized to train the machine learning model and consists of 200 samples of pest-

infested plants and 200 samples of healthy plants. Each image is labeled accordingly to indicate whether it 
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represents a pest-infested or healthy green mustard plant. On the other hand, the testing data comprises 50 

unlabeled samples. This process is conducted to evaluate the model's performance after being trained with 

the training data. This labeling is crucial for the model to learn and distinguish between the two categories 

during the training phase and to evaluate its performance during the testing phase. 

 

 

Figure 1. The system stages using the CNN method 

 
 

 
 

 Figure 2. Example of healthy and pest-infested green mustard plant data. 

 

2.3 Preprocessing Data 
In the preprocessing stage, data rescaling is performed by changing the image size. The rescaling 

process in this study uses the function "rescale=1./255," which transforms the pixel value range of the images 

to the range of 0-1 with a size of 128 x 128. Rescaling is used to reduce the influence of varying pixel values 

on the model's results and to enhance the model's ability to detect patterns. 

 

2.4 Construction of CNN Model Architecture 
In this stage, the architecture of the CNN model is constructed. This process involves determining 

the number of convolutional layers, the number of filters, the kernel size, the activation function, and the 

pooling layers, as well as setting up the connection layers and the output layer. The model architecture is 

designed to extract important features from the input images and learn patterns present in the training data. 

The CNN architecture in this study consists of three convolutional layers followed by max pooling to extract 

features from the input images using a 3x3 kernel and ReLU (Rectified Linear Unit) activation. This 

architecture is then followed by a dropout layer to reduce overfitting, and finally, a fully connected layer for 

classification purposes using the sigmoid activation function. The specific configuration of these layers is 

outlined in Table 1. 

Based on Table 1, the CNN architecture used in this study consists of several layers specifically 

arranged to achieve the best performance in detecting pests on green mustard plants. Initially, various 

experiments were conducted with different configurations of convolutional and pooling layers. For instance, 

the first convolutional layer produces an output of 126x126x64 using 64 filters, followed by a max-pooling 

layer that reduces the output size to 63x63x64. Subsequent experiments involved adding convolutional layers 

and adjusting the number of filters. In the second convolutional layer, 32 filters were used to produce an 

output of 61x61x32, followed by pooling that reduces the size to 30x30x32. The third convolutional layer 

used 16 filters to produce an output of 28x28x16, and after pooling, the output size became 14x14x16. 

 

Table 1. The specific configuration of these layers 

Layer Type Output Shape 

Conv2d_1 126, 126, 64 
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Layer Type Output Shape 

Max_pooling2d_1 63, 63, 64 

conv2d_2  61, 61, 32 

Max_pooling2d_2 30, 30, 32 
conv2d_3 28, 28, 16 

Max_pooling2d_3 14, 14, 16 

Dropout 14, 14, 16 
flatten 3136 

Dense 2 

 

To mitigate overfitting, a dropout layer was added after the final convolutional layer, setting 50% of 

neurons randomly to zero during training. The output from this layer was then flattened into a 1D vector with 

a length of 3136, which was subsequently passed to a fully connected layer with 2 neurons. Throughout the 

experiments, the number of training epochs was assumed to be 10 to ensure adequate training. Based on the 

experimental results, this architecture was chosen because it provided the best accuracy with an efficient 

number of parameters. The process of selecting this architecture involved evaluating various combinations of 

filters, kernel sizes, and pooling layers, as well as using dropout techniques to reduce overfitting. The final 

architecture is designed to maximize pest detection performance on green mustard plants while maintaining 

model efficiency. 

 

2.5 Hyperparameters Optimization 
The training process involves using several hyperparameters. Hyperparameters are TensorFlow 

parameters used to regulate the behavior of the model and optimize its performance, such as epoch, batch 

size, learning rate, and optimization [12]. The hyperparameters used in this study are shown in the following 

Table 2. 

 

Table 2. Values of Hyperparameters 

Parameter Value/Type 

Epoch 100 

Learning Rate 0.1-0.00001 

Batch sizes 64 

Optimizer Adam 

Callback Function Validation Loss 

Loss Function Categorical Cross-Entropy 

 

The hyperparameter testing in Table 2 covers several crucial aspects of the model training process. 

The number of epochs used is 100, allowing the model to thoroughly learn patterns from the data by passing 

through the entire training set 100 times. The learning rate is tested in a range from 0.1 to 0.00001 to find the 

most optimal value for controlling weight changes in the model during each training iteration. The batch size 

is set at 64, meaning the training data will be divided into small batches of 64 samples each, helping to 

reduce memory usage and speed up training. The optimizer used is Adam, which combines the advantages of 

RMSProp and Momentum algorithms to accelerate convergence and enhance model performance. The 

callback function employed is validation loss, allowing the tracking of model performance on validation data 

during training and enabling actions like early stopping if validation loss does not improve. This 

hyperparameter testing aims to find the best combination that provides optimal performance, ensuring the 

model is trained effectively and efficiently. 

 

3. RESULTS AND ANALYSIS  

In detecting pests on green mustard plants using CNN method, 15 trials were conducted to evaluate 

both the number of layers and learning rate. The tested layer configurations included (64, 32), (64, 32, 16), 

and (64, 32, 16, 8). This was done to determine the most optimal layer configuration for achieving high 

accuracy in pest detection. Additionally, learning rates were tested within the range of 0.1 to 0.00001 for 

each layer configuration. The goal was to identify the most effective learning rate values that control weight 

adjustments during training, ensuring fast convergence and optimal accuracy. This testing process is crucial 

for ensuring the CNN model efficiently detects pests on green mustard plants with high precision. The results 

of the experiments are shown in the following Table 3 and 4. 

 

Table 3. Accuracy Values in Various Layer Configurations and Learning Rate Tests 

Layer 
Learning Rate  

0.1 0.01 0.001 0.0001 0.00001 

64, 32 50%  50 % 88% 86% 58% 

64, 32, 16 50%  50 % 94% 88% 56% 
64, 32, 16, 8 50 % 56 % 92% 56% 54% 
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Table 4. Loss Values in Various Layer Configurations and Learning Rate Tests 

Layer 
Learning Rate  

0.1 0.01 0.001 0.0001 0.00001 

64, 32 69.32% 69.32% 34.07% 41.65% 68.44% 
64, 32, 16 69.32% 69.32% 24.92% 48.74% 69.21% 

64, 32, 16, 8 69.32% 68.46%  31.55% 66.41% 69.01% 

 

The results of the tests in Tables 3 and 4 show that adjustments in the learning rate and the number 

of layers have a significant impact on the model's performance. Testing with a learning rate of 0.1 resulted in 

low accuracy (50%) and high loss (69%) across all layer configurations tested. This indicates that the 

learning rate was too high, preventing the model from learning effectively. In the tests with a learning rate of  

0.01, accuracy slightly improved for the 4-layer configuration (56%) but remained low for the 2 and 3-layer 

configurations (50%). This learning rate was still too high for most scenarios, indicating overfitting or 

underfitting. The tests with a learning rate of 0.001 yielded the best results, with high accuracy (88%, 94%, 

and 92%) and low loss (34.07%, 24.92%, and 31.55%). This learning rate was optimal for effective model 

learning, showing a good balance between convergence and stability. Testing with a learning rate of 0.0001 

showed a decrease in accuracy (86%, 88%, and 56%) and an increase in loss (41.65%, 48.74%, and 66.41%) 

compared to the 10⁻³ learning rate. The final tests with a learning rate of 0.00001 resulted in very low 

accuracy (58%, 56%, and 54%) and high loss (68.44%, 69.21%, and 69.01%). This learning rate was too low, 

causing the model to struggle with convergence and effective learning. 

The impact of the number of layers on model performance is evident in the results. For the 

configuration with 2 layers (filters: 64, 32), the optimal learning rate of 0.001 resulted in an accuracy of 88% 

and a loss of 34.07%. For the configuration with 3 layers (filters: 64, 32, 16), the same learning rate yielded 

the highest accuracy of 94% and the lowest loss of 24.92%, indicating that this configuration is the most 

optimal. For the configuration with 4 layers (filters: 64, 32, 16, 8), the learning rate of 0.001 resulted in an 

accuracy of 92% and a loss of 31.55%, which is slightly lower than the 3-layer configuration. 

The results of testing various numbers of layers and learning rates in this study show that a learning 

rate of 0.001 with the layer configuration (64, 32, 16) is the most optimal for this model, achieving the best 

accuracy of 94% and the lowest loss of 24.92%. Adding more layers can provide a slight increase in accuracy 

up to a certain point, but the most significant impact comes from adjusting the learning rate. Therefore, 

determining the correct learning rate is more critical than increasing the number of layers in the model 

configuration to achieve optimal performance. 

 

 
Figure 3. Visualization of training and validation for loss and accuracy 

 

Based on the graph in Figure 3, the best results for training and validation loss were achieved at 

epoch 30, with a value of 0.2941, while the optimal training and validation accuracy was reached at epoch 18 

with a value of 0.9400. This indicates that although the loss continues to decrease until epoch 30, the optimal 

accuracy is achieved earlier at epoch 18. Therefore, it is recommended to stop training the model at epoch 18 

to prevent overfitting and ensure good and consistent model performance. 

The following table 5  shows the results of the model testing using a confusion matrix to evaluate its 

performance in detecting pest-infested and healthy images. Out of 25 pest-infested images, the model 

correctly detected 24 images, indicating an accuracy of 96% for this class. However, 1 image was incorrectly 

detected as healthy. For healthy images, out of a total of 25 images, the model correctly detected 23 images, 

resulting in an accuracy of 92% for the healthy class, although 2 images were incorrectly detected as pest-

infested. The overall accuracy of the model, calculated by summing the number of correct detections (True 
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Positives and True Negatives) divided by the total number of data points (50 images), is 94%. This indicates 

that the model performs well in detecting both types of images, although there are still some detection errors. 

 

Table 3. Testing results using the confusion matrix 

Actual 
Predicted  Accuracy 

Pest Infested Healthy  

Pest 

Infested 
24 1 96 % 

Healthy 2 23 92% 
Total Accuracy 94% 

 
Detection errors in the model can be caused by various factors, such as low data quality, high 

variability in images, overfitting or underfitting, and biases in the training dataset. Blurry images or poor 

lighting conditions, variations in angles and backgrounds, as well as the diversity in pest forms, can challenge 

the model in accurately recognizing patterns. 

 

4. CONCLUSION  

This study demonstrates the development and evaluation of a CNN model for pest detection on 

green mustard plants. The dataset was divided into training and testing sets, each consisting of 200 samples 

of pest-infested and healthy plants for training, and 50 unlabeled test samples. The use of a dropout layer in 

the CNN architecture helped mitigate overfitting risks, while hyperparameter optimization such as epoch and 

learning rate significantly contributed to the model's accuracy. Test results showed that the configuration 

with three convolutional layers (64, 32, 16) and a learning rate of 0.001 achieved the highest accuracy of 

94%, despite challenges in detection due to variations in image quality and dataset biases. Overall, this model 

shows promise for pest detection applications in agriculture with good effectiveness, though further 

refinement is needed to improve generalization and resilience to diverse image conditions. 

For future research, it is recommended to broaden the diversity of the dataset by including various 

images of pest-infested and healthy plants under different environmental conditions and stages of infestation. 

Researchers could also explore advanced image preprocessing techniques to address challenges such as 

varying lighting conditions, image blurriness, and background noise. Investigating the integration of data 

from multi-sensor sources like infrared or hyperspectral imaging alongside visual images could provide 

additional insights and enhance pest detection accuracy. Developing real-time monitoring systems using 

trained CNN models for pest detection could be a next step, incorporating IoT devices and automated alert 

systems to support timely and informed agricultural decision-making. 
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