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 In the dynamic marketing, companies usually use strategies involving 

celebrities or influencers to promote their products or brands. The 

currently popular strategy is using Korean boy bands as brand 

ambassadors. This collaboration certainly gets a lot of opinion 

responses through tweets on X app social media. This research aims to 

analyze sentiment to determine how the product buyer's interest 

responds to brand suitability, brand image management, and the 

influence of issues that arise in this collaboration. The research stages 

consist of data collection, pre-processing, labeling, weighting, and 

classification with K-Nearest Neighbor and Support Vector Machine 

and performance evaluation using a confusion matrix. The dataset used 

was 696 tweets taken using web scrapping techniques. This research 

uses the Lexicon-based method to divide the dataset into positive, 

negative, and neutral classes. The SVM method shows superior test 

results by achieving an accuracy rate of 83.34% compared to the K-

NN method, which produces an accuracy value of 71.2% in its 

calculations. 
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1. INTRODUCTION 

In the current marketing era, competition between business actors is increasing, thus encouraging 

companies to explore innovative and successful marketing strategies. Marketing success depends on product 

excellence and how brands build and maintain consumer relationships [1]. Marketing strategies utilizing brand 

ambassadors are becoming increasingly popular to create a strong brand identity and influence consumer 

perceptions of a product [2]. One example of a Brand Ambassador with global appeal is NCT, a K-pop music 

group with a wide and diverse fan base [3]. Lemonilo, known for its emphasis on health and quality, utilizes 

the influence of NCT Brand Ambassadors to expand its reach and increase its appeal [4]. The success of this 

strategy depends not only on NCT's popularity but also on consumers' perceptions and sentiments towards the 

association between the Brand Ambassador and the promoted product. 

Although the role of Brand Ambassadors has received significant attention in marketing literature, 

there is still a need for further research to understand their impact and purchase intention. The X app is a social 

media platform where users can share their opinions on various topics [5]. The X app has become a widely 

accepted digital communication instrument, gaining significant popularity among internet users [5]. The X app 

is considered a vast source of information for sentiment analysis and decision-making [6]. Sentiment analysis 

can be the right approach to understanding how the public responds and consumer perceptions of Brand 

Ambassadors. The research to be conducted is sentiment analysis. Computerization is required to address the 
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challenge of manually analyzing large amounts of data from the X app. Analysis can be done more effectively 

and efficiently using Python [7]. 

Previous research has looked at sentiment analysis concerning cyberbullying. In an investigation on 

cyberbullying on Twitter using SentiStrength, [8] found that 45.3% of cases involved bullying, 36.2% involved 

non-bullying, and 18.5% involved neutral behavior. Using Support Vector Machine Algorithm Evaluation, 

Naive Bayes, Decision Trees, and Gradient Boosting, researchers [9] investigated Twitter ChatGPT. Of the 

algorithms, the Support Vector Machine algorithm with a 90:10 data division had the highest accuracy value 

with an 80% achievement. Researchers [10] investigated Motorku using the Naive Bayes Classifier technique 

in the X app. The study's Naïve Bayes technique produced findings with 76% accuracy, 76% precision, and 

97% recall. There has already been a study on brand ambassadors concerning beauty reviews. Using the Naïve 

Bayes approach, researchers [11] conducted sentiment analysis in the research and achieved an accuracy rate 

of approximately 82.65%. 

Additionally, the accuracy values produced using the Support Vector Machine approach were 

approximately 83.60%. Scholars concentrate on sentiment analysis about brand ambassadors, particularly 

within the framework of Tokopedia e-commerce. Without normalizing the data, using Bayesian Network 

classification in a study by [12] produced accuracy results of roughly 66.6667%, precision of 68.1%, and recall 

of 66.7%. As a result of data normalization, accuracy rose to 76.5556%, recall was 76.6%, and precision was 

77.4%. Based on the literature review discussed above, the authors propose to use a more sophisticated 

approach to sentiment analysis of brand ambassadors by applying the latest natural language processing 

techniques. The methods used include SVM and K-NN, with SVM again providing the best results. With this 

more advanced approach, this latest research was able to identify consumer interests with higher accuracy and 

offer new insights into consumer preferences toward specific products and brand ambassadors. This latest 

research can provide a deeper understanding of the interaction dynamics between brand ambassadors, products, 

and consumer perceptions by processing larger datasets and utilizing the latest natural language processing 

techniques. 

This research aims to conduct sentiment analysis of buyer interest responses to products using the K-

Nearest Neighbors (K-NN) and Support Vector Machine (SVM) methodologies. Combining these two methods 

can provide a thorough understanding of consumer sentiment toward products, which is influenced by the 

presence of Brand Ambassadors. The dataset for this research is obtained from the X app social media through 

a web scraping technique. The next stage will involve data pre-processing, which includes cleaning, case 

folding, tokenizing, normalizing, filtering, and steaming. After the pre-processing process is complete, a 

labeling process is performed to ascertain the sentiment class, specifically categorizing it as positive, negative, 

or neutral, using a Lexicon-based dictionary. The next stage involves TF-IDF weighting, after which the system 

will process the data using K-NN and SVM methods. The last stage requires model assessment, where the 

evaluation uses a Confusion Matrix to generate metrics such as accuracy, precision, and recall. 

The results of this study can significantly contribute to the positive or negative identification of 

products that the image of Brand Ambassadors may influence. In addition, this research helps provide an in-

depth understanding of consumer responses and perceptions of the influence of Brand Ambassadors on 

products. Through sentiment analysis, readers can better understand the positive, negative, or neutral feelings 

associated with the interaction between Brand Ambassadors and shoppers. 

 

2. RESEARCH METHOD 

This study compares and contrasts the K-Nearest Neighbours and Support Vector algorithms to 

determine which method has the best accuracy. Reviews talk about how brand ambassadors affect consumers' 

curiosity. Figure 1 illustrates the several stages involved in doing research. 

 

 
Figure 1. Research Process Design 

 

Data collection for the study starts with online scraping methods. After that, it moves on to the pre-

processing phase, which consists of the following six procedures: cleaning, tokenizing, normalization, folding 
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cases, filtering, and stemming. After that, the data is labeled to differentiate between neutral, negative, and 

positive groups. The TF-IDF approach is used to extract features following the labeling procedure. 

Subsequently, the K-Nearest Neighbour and Support Vector Machine are used for classification. Evaluation is 

performed using the Confusion Matrix to assess accuracy, precision, recall, and F1 score after receiving the 

data from K-NN and SVM. Following precise data collection, an analysis is performed to draw findings. 

 

2.1.  Data Collection 

Data collection and analysis are carried out at this stage using web scraping techniques such as Python 

and the Twitterscraper repository. Datasets were collected from the X social media platform using the keyword 

"lemonilo" and hashtags such as #NCTDream, #Lemonilo, and #LemoniloXNCTDream. The total data 

collected reached 696 tweets, which were then saved in *.csv file format. 

 

2.2.  Pre-processing Data 

The pre-processing data takes place before sentiment analysis. After crawling, raw datasets containing 

a great deal of noise and still unstructured text are the result [13]. It must, therefore, be transformed into data 

that is simpler to comprehend. Preparing the data and eliminating unnecessary material is the first step in 

obtaining more precise details. The pre-processing phase involves several procedures, as Figure 2 illustrates. 

 

 
Figure 2. Pre-processing Flow 

 

1. Cleaning: The process of removing punctuation and removing foreign characters such as numbers, 

usernames (@), URLs (https://), and hashtags (#) [14]. 

2. Case Folding: Use case folding to turn all capital characters into lowercase letters. [15]. 

3. Tokenizing: The process involves segmenting the words in each sentence and creating meaningful 

individual words. 

4. Normalization: Replacing inappropriate words with more suitable or superior alternatives [16]. 

5. Filtering: The process of removing irrelevant or unnecessary text in the context of sentiment analysis 

[17]. 

6. Steamming: The process of changing words in the text with affixes into base or root words [18]. 

 

2.3.  Data Labeling 

The second level of pre-processing involves classifying the tweet data into three categories: positive, 

neutral, and negative sentiment. Calculating score values with the Lexicon dictionary allows for labeling the 

data processing automation. According to the findings of the score computation, a sentence will be classified 

as a neutral class if the score is equal to zero, as a negative class if the score is less than zero, and as a positive 

class if the score is more significant than zero [19] using Equation (1). Therefore be used to obtain the sentiment 

score. 

  

Score = (∑ kata positive − ∑ kata negative)              (1) 

 

2.4. Word Weighting 

The feature extraction approach known as TF-IDF assigns a weight to each extracted feature on a 

word inside a phrase [20]. Weights are assigned to each word's significance and generality within a phrase to 

assess each word's significance and generality. The frequency with which these terms appear in the document 

affects the TF-IDF value [20]. Consequently, the weight of the association between the words and the document 

increases as the frequency of words in a document increases and appears in more papers. On the other hand, 

the weight of the association between a word and the document likewise diminishes when the term appears in 

the document less frequently [20]. Equation 2 calculates the TF-IDF weight from a mathematical perspective. 

Where 

 

TF. IDFstd(t) = tfd
t  x log

N

dft                    (2) 
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2.5.  Model Analysis 

After the weighting stage, the classification model is carried out using the K-NN and SVM algorithms, 

which are carried out separately and aim to distinguish which model produces the most optimal accuracy value. 

 

1. K-Nearest Neighbours (K-NN) 

K-Nearest Neighbours is a machine learning approach that uses datasets to classify or perform 

regression. [21]. The K-NN process involves classifying data by categorizing objects according to the closest 

neighboring data. The K-NN method works by finding the K-nearest neighbors of the data to be classified or 

regressed and then determining the class or regression value based on most of the class or regression values of 

the K-NN [22]. Applying the K-NN method in text classification can provide more optimal results by 

incorporating the Cosine Similarity formula. This formula gives weight to each word in the analyzed text 

document, resulting in a more optimal value [23]. The K-NN algorithm in Figure 3 has several advantages, 

such as being easy to implement and understand, not requiring certain assumptions about data distribution, and 

being suitable for data with many features.  

 

 

Figure 3. K-NN Flow 

 

The basic formula of K-Nearest Neighbor can be seen in Equation (3). Where D is the distance between two 

points x and y, the X variable denotes test data, while Y represents sample data and n represents the data 

dimension. 

 

D(X, Y) = √∑ (xk − yk)2n
k=1                                    (3)    

                     

2. Support Vector Machine (SVM) 

Figure 4 shows the SVM flow by finding the best hyperplane to maximize the distance between two 

data classes. 

This hyperplane acts as a decision boundary that separates the data into two distinct classes [24]. In 

addition, SVM also utilizes kernels to implicitly transform the data into a higher feature space, allowing the 

model to handle nonlinear data. Using these kernels will enable SVMs to capture complex relationships 

between data features, which in turn enhances the capability of SVMs in handling nonlinear classification 

problems [25]. Equation (4) provides the basic formula for the Support Vector Machine. Where x is the 

accessible data, b is the switch value, and w is the weight vector. 

 

f(x) = w. x + b                                          (4) 
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Figure 4. SVM Flow 

 

2.5.  Evaluation 

The last step involves evaluating the model's performance to test the categorization outcomes and 

gauge the system's accuracy. The Confusion Matrix is used in the evaluation phase after successfully acquiring 

the K-NN and SVM classification models. One way to assess the classification process's success or failure was 

to utilize a confusion matrix [26]. The criteria for assessing categorization performance are recall, precision, 

and accuracy. 

 

Accuracy =  
TP+TN

TP+TN+FP+FN
                        (5) 

 

  Precision =  
TP

TP+FP
                     (6) 

 

  Recall =  
TP

TP+FN
                 (7) 

 

Where true positive (TP) indicates a situation where the model successfully predicts the data as positive, and 

it is positive; false positive (FP) occurs when the model predicts the data as positive, but it is negative; true 

negative (TN) involves a condition where the model successfully predicts the data as negative, and it is 

negative; while False Negative (FN) occurs when the model incorrectly predicts the data as negative, even 

though it is positive. 

 

3. RESULTS AND ANALYSIS 

This research successfully collected 695 tweets utilizing the keyword "lemonilo", and several hashtags 

such as #NCTDream, #Lemonilo, and #LemoniloXNCTDream relating to the appointment of NCT Dream as 

Lemonilo brand ambassador on the X apps account through the application of crawling techniques. Table 1. is 

the result of the data collection process carried out by crawling Twitter. 

 

Table 1. Comment Data Sample 

Comment 

Mie nya enak, modelnya cakep yang satu jodoh saya tuh, bintang lima⭐⭐⭐⭐⭐ 

Asli enakan indomie/ sedaap sebenarnya mungkin krna belum terbiasa sama lemonilo.tapi nnti bakal terbiasa kok        

Ini pada ngomong mau beli sekardus cuma buat incar PC doang         

Enakkk. Aku bukan penyuka mie instanst, jarang makan karna lemak banget. Tp lemonilo itu enakk, lebih sehat juga 
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3.1.  Pre-processing Data 

Once the data collection stage is completed, processing cannot be done immediately due to 

considerable noise in the data set. As a result, pre-processing plays a crucial role in data cleaning, which later 

tries to remove unneeded attributes. The outcome of the data-cleaning procedure in Table 2. As the table 

demonstrates, the data has undergone many processing steps, including cleaning, case folding, tokenization, 

normalization, filtering, and stemming. 

 

Table 2. Pre-processing Results 

Dataset 

Mie nya enak, modelnya cakep yang satu jodoh saya tuh, bintang lima⭐⭐⭐⭐⭐ 

Preprocessing 

Cleansing Mie nya enak modelnya cakep yang satu jodoh saya tuh, bintang lima 

Case Folding mie nya enak modelnya cakep yg satu jodoh saya tuh bintang lima 

Tokenization [‘mie’, ‘nya’, ‘enak’ ‘modelnya’, ’cakep’, ‘yg’,  ‘satu’, ‘jodoh’, ‘saya’, ‘tuh’, ‘bintang’, ‘lima’] 
Normalization [‘mie’, ‘nya’, ‘enak’ ‘modelnya’, ’cakep’, ‘yang’,  ‘satu’, ‘jodoh’, ‘saya’, ‘tuh’, ‘bintang’, ‘lima’] 

Filtering ‘mie’, ‘enak’ ‘modelnya’, ’cakep’,  ‘satu’, ‘jodoh’, ‘saya’,  ‘bintang’, ‘lima’ 

Steaming ‘mie’, ‘enak’ ‘model’, ’cakep’,  ‘satu’, ‘jodoh’, ‘saya’,  ‘bintang’, ‘lima’ 

 

3.2.  Data Labeling 

After that, the data is labeled to determine if the comments fall into the negative, positive, or neutral 

sentiment categories. Using a lexicon-based dictionary to label yielded the following results: value -1, negative 

label; value 0, neutral label; and value 1, positive label (Table 3). 

 

Table 3. Labeling Result 

Teks Clean Score Sentiment 

‘mie’, ‘enak’ ‘model’, ’cakep’,  ‘satu’, ‘jodoh’, ‘saya’,  ‘bintang’, ‘lima’ 2 Positif 

 

3.3.  Word Weighting 

After passing the sentiment class labeling stage, the next stage is the Term Frequency - Inverse 

Document Frequency (TF-IDF) weighting stage. The main purpose of TF-IDF weighting is to determine the 

frequency value of a word in a document. Table 4 is an example of TF-IDF calculation. 

 

Table 4. Weighting Result 

 Teks TF-IDF 

mie 0,5282737773 
enak -0,3748162098 

model 1,431363764 

ganteng 1,431363764 
satu 1,431363764 

jodoh 1,431363764 

saya 1,431363764 
bintang 1,431363764 

lima 1,431363764 

 

Next, the weighted data results are aggregated to get the most common word frequencies. The 

frequency of the words will be represented visually through word clouds and grouped into positive, negative, 

and neutral visualizations. Figure 5. shows a visual representation of the positive word cloud, featuring 

frequently occurring words such as 'Lemonilo', 'enak', 'banget' and 'suka'. Figure 6. shows the visualization of 

the negative word cloud, featuring frequently occurring words such as 'Lemonilo', 'pedes', 'salah', and 'banget'. 

Figure 7. shows a visualization of the neutral word cloud, featuring frequently occurring words such as 

'Lemonilo', 'banget', 'udah', and 'beli'. 

 

 
Figure 5. WordCloud Positive 
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Figure 6. WordCloud Negative 

 

 
Figure 7. WordCloud Neutral 

 

3.4.  K-NN and SVM Classification 

The next stage is data classification, done by applying the K-NN algorithm model. Figure 8 shows the 

classification results generated by the K-Nearest Neighbor algorithm and visualized in a bar chart, showing 

that the number of tweet frequencies expressing negative sentiment is 3, positive sentiment is 60, and neutral 

sentiment is 75. 

In the next step, this study uses the K-NN algorithm model and SVM data classification. Figure 9 

displays the categorization results obtained from the Support Vector Machine algorithm as a bar chart, 

indicating that there are, on average, 69 tweets with positive sentiment and 69 with negative sentiment. 

 

  

Figure 8. K-NN Classification Result 

 

 
 

Figure 9. SVM Classification Result 

3.6.  Model Evaluation 

Evaluation of the classification procedure is the final stage, where the effectiveness of the applied 

model is examined. This evaluation ensures the model's reliability by measuring accuracy, precision, and 

retrieval using the Confusion Matrix in Table 5. 

 

Table 5. Classification Report 

Classification Report 

 Accuracy Precision Recall F1-Score 

K-NN 71% 56% 69% 58% 

SVM 83% 60% 56% 58% 
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Based on the results in Table 5, it is known that the results of sentiment classification using the K-NN 

and SVM algorithms perform well. The K-NN algorithm produces accuracy reaching 71%, precision reaching 

56%, recall reaching 69%, and f1-score reaching 78%, while the accuracy results using the SVM algorithm 

produce higher accuracy of 83%, precision of 60%, recall of 56%. And the f1-score value is 58%. 

After going through the entire sentiment analysis process and evaluating the results, the word cloud 

in Figure 10 was conducted to identify words that frequently appear in tweets relating to the impact of NCT 

Dream's Brand Ambassador on buyer interest in Lemonilo products. 

 

 

Figure 10. WordCloud 

 

4. CONCLUSION 

  In this research, an analysis was conducted using the keyword "lemonilo" and hashtags such as 

#NCTDream, #Lemonilo, and #LemoniloXNCTDream by applying the K-Nearest Neighbor and Support 

Vector Machine algorithms through the Streamlit framework. The accuracy results of both methods reached 

71% for K-NN and 83% for SVM. Based on these findings, it is concluded that SVM shows higher accuracy 

than K-NN. Evaluation of buyer responses showed the dominance of the percentage of tweets expressing 

positive sentiment over negative sentiment. Specifically, tweets discussing how NCT Dream's brand 

ambassador influenced the purchase intention of Lemonilo products showed a positive response. The word 

"delicious" also frequently appears to have a pleasant meaning. 

  Based on this study's results, several suggestions emerged as potential areas of focus that future 

researchers could explore. While SVM outperformed K-NN in terms of accuracy, it is advised that the approach 

be expanded to include more machine learning techniques or even attempt a hybrid approach to increase the 

model's dependability. In order to improve the model's accuracy in sentiment classification, it is also advised 

that future researchers consider applying oversampling or undersampling strategies. 
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