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 Coffee has several types including robusta coffee, arabica coffee and 

luwak coffee. Each coffee has certain characteristics of color, texture, 

aroma and also the quality of the taste. Coffee counterfeiting is also 

common. This coffee counterfeiting usually uses materials such as 

corn, wheat, soybeans, husks, sticks and robusta coffee beans. So that 

a model is needed to be able to classify the type of coffee. This research 

uses artificial neural network machine learning algorithms to identify 

and classify coffee. Quality training and testing data is needed in this 

method because it will affect the final results. Initial data is collected 

via e-nose, with this equipment data on changes in electrical voltage 

will be obtained from 4 sensors, namely MQ-2, MQ-3, MQ-7 and MQ-

135. These 4 features will be used in the classification process. With 

900 sets of training data, the test results show that the neural network 

is able to provide correct classification 99% of the 3 sets of testing 

data. The results of training and testing show that the neural network 

formed can identify and distinguish coffee types with good results. 
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1. INTRODUCTION 

Coffee is one of the most important plantation commodities in world trade. This commodity has long 

accompanied and adorned the History of human civilization, across time and national borders [1]. This 

compound in normal body conditions has several properties, one of which is an analgetic drug that can reduce 

pain and reduce fever [2]. There are four types of coffee groups known, namely arabica coffee, robusta coffee, 

liberica coffee, and exelsa coffee. The known coffee groups that have economic value and are commercially 

traded are arabica coffee and robusta coffee. Meanwhile, the liberica and exelsa coffee groups are less 

economical and less commercial [3]. Arabica coffee has various varieties based on the region of origin, known 

as single origin [4]. Arabica coffee and Robusta coffee account for the majority of the world's coffee trade. 

Arabica coffee has high flavor quality and lower caffeine content compared to robusta coffee, making it more 

expensive. The gas content of ammonia, hydrogen sulfide, and carbon monoxide in arabica coffee is higher 

than robusta coffee [5]. The flavor quality of robusta coffee is below that of arabica coffee, but robusta coffee 

is resistant to leaf rust disease [3]. Kopi luwak is coffee produced from the fermentation process through the 

stomach of a civet or civet animal that eats ripe (red) and fresh coffee cherries and then excretes them in the 

form of feces [6]. This coffee adulteration usually uses materials such as corn, wheat, soybeans, husks, sticks 

and robusta coffee beans [7]. To ensure good coffee quality, it is necessary to pay attention in every process. 

Based on these problems, technology is needed that can be used to quickly and accurately determine the type 
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of coffee to be traded so as to reduce the chance of fraud and make it easier to identify the coffee. One of them 

is by building a coffee type classification model using the backpropagation artificial neural network method. 

Artificial Neural Network is an information processing paradigm inspired by biological neural 

systems, such as the performance of the brain, which processes information [8]. The artificial neural network 

is a representation that tries to simulate the learning process of the human brain. Some of the JST methods that 

can be used to identify images or patterns are backpropagation, Learning Vectoration Quantification (LVQ), 

and perceptron [8]. Backpropagation is a common algorithm for artificial neural networks. In the learning 

process, the Backpropagation algorithm falls into the category of supervised learning methods [9]. 

The classification of coffee types using a backpropagation artificial neural network model has been 

done before, but the classified types of coffee were different [10]. This research classifies 3 types of coffee, 

namely arabica, robusta, and luwak. For the dataset, it was collected using an Electronic Nose (E-Nose). E-

Nose is an instrument that can detect aromas similar to the human sense of smell, consisting of a series of Metal 

Oxide Semiconductor (MOS) sensors [11]. The electronic nose, also known as an e-nose, is a device consisting 

of sensors used to detect aromas or odors. The e-nose is made up of an array of gas sensors and operates 

similarly to the human sense of smell, hence it is often referred to as a human olfactory system [12]. In this 

study, E-Nose is used to collect datasets from coffee aromas. After obtaining the dataset from E-Nose, the 

classification of coffee types is continued using the backpropagation artificial neural network method. 

 

2. RESEARCH METHOD 

The research methodology used is Cross Industry Standard Process for Data Mining (CRISP-DM). 

CRISP-DM is an industry-independent process model for data mining, consisting of six iterative phases from 

business understanding to deployment [13]. CRISP-DM, which is the most popular framework teams use to 

execute data science projects, provides an easy to understand description of the data science project workflow 

(i.e., the data science life cycle) [14]. The method widely applied in data mining is CRISP-DM. CRISP-DM 

elucidates the data mining process in six stages: Business Understanding; Data Understanding; Data 

Preparation; Modeling; Evaluation; Deployment. [15]. 

 

 
Figure 1. Crisp-DM Methodology 

 

Here are the stages of the CRISP-DM process as shown in Figure 1: 

1. Business Understanding 

This is the process of deeply understanding the characteristics of the business to be analyzed [16]. 

Business Understanding is the process of determining business objectives, understanding the situation 

and conditions at the time of the research, and establishing a research goal that is translated into 

problems to be solved using data mining [17]. The aim of this research is to classify types of coffee 

to accurately determine the types of coffee such as Luwak, Arabica, and Robusta. 

 

2. Data Understanding 

Data understanding involves activities to prepare, assess data needs, and includes data collection [18]. 

During the data understanding stage, several activities are carried out, including collecting initial data, 

describing data, exploring data, and verifying data quality. In this research, the dataset used is 

generated by E-Nose. 
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3. Data Preparation 

Data preparation may be one of the most difficult steps in any machine learning project. The reason 

is that each dataset is different and highly specific to the project [19]. The data preparation phase 

generally includes three steps: Data cleaning, i.e., handling missing data and outliers, data reduction, 

i.e., reducing the data size by aggregation, elimination redundant feature, etc. and data normalization 

[20]. In this stage, the final dataset is constructed from raw data. Several tasks will be carried out, 

including data cleaning, data selection, records and attributes, as well as data transformation to be 

used as input in the modeling stage. 

 

4. Modelling 

The model building stage involves selecting the appropriate modeling techniques and applying them 

to the prepared data to meet specific business objectives [21]. The selection of data mining techniques, 

algorithms, and determining parameters with optimal values is crucial. The chosen model for this 

research will be a classification model using the backpropagation artificial neural network. 

 

5. Evalution 

This stage involves evaluating the performance of the data model and reviewing the entire process 

that has been executed to ensure that no data or stages have been missed [22]. The evaluation is 

conducted thoroughly to ensure that the results in the modeling stage align with the goals set in the 

business understanding stage. In the evaluation stage, several tasks are carried out, including 

evaluating the results, reviewing the process, and determining the next steps. This stage is carried out 

after all models are created, and the program can run, where all software, additional programs, and all 

programs involved in building the system are tested to ensure that the system can run according to the 

design or not. The evaluation method used is the confusion matrix, which is one of the methods that 

can be used to measure the performance of a classification method [23]. 

 

 

Figure 2. Confussion Matrix. 

 

True Positive (TP) represents the number of positive data correctly classified by the system. True 

Negative (TN) represents the number of negative data correctly classified by the system. False 

Negative (FN) represents the number of negative data incorrectly classified by the system. False 

Positive (FP) represents the number of positive data incorrectly classified by the system. 

 

6. Deployment 

In the last stage of CRISP-DM is deployment, where the model that has been evaluated is embedded 

in a user interface for easy use. This classification model will be embedded on a website, so that the 

results will be visible on the website. 

 

3. RESULTS AND ANALYSIS 

In accordance with the methodology used, it will be explained in detail the stages carried out in this 

research. Which starts from Business Understanding to the evaluation stage. The research carried out only 

reaches the evaluation stage, where at that stage the final results of the classification of coffee types are 

obtained. 

 

3.1. Business Understanding 

 At this stage, identification of problems that occur, what factors influence. To be able to recognize the 

type of coffee, it is necessary to know the differences in each type of coffee that you want to know such as 

color, texture, aroma and also taste quality. This coffee counterfeiting usually uses ingredients such as corn, 

wheat, soybeans, husks, sticks and robusta coffee beans. To ensure good coffee quality, it is necessary to pay 

attention in every process. Based on these problems, technology is needed that can be used to quickly and 

accurately determine the type of coffee to be traded so as to reduce the chance of fraud and make it easier to 

identify the coffee. One of them is by building a coffee type classification model using the backpropagation 

artificial neural network method. 
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3.2. Data Understanding 

The purpose of data collection is to create a data set about the aroma of coffee types, as well as to 

understand and analyze the aroma characteristics associated with that coffee. The process of taking a copy 

dataset using E-Nose can be seen in figure 3.  

 

Figure 3. Arabica Coffee Dataset Retrieval Process 

 

The Arabica Coffee data collection process carried out by the STMIK WICIDA campus in room 4/6 

takes 15-20 minutes to get 1000 Arabica Coffee datasets.   

 

Table 1. Dataset sample of Arabica Coffee 

Id Mq2 Mq3 Mq7 Mq135 Coffee Type 

253 650 2307 576 429 Arabica Coffee 

254 654 2300 580 432 Arabica Coffee 
255 651 2304 582 429 Arabica Coffee 

256 646 2277 582 426 Arabica Coffee 

257 644 2273 573 415 Arabica Coffee 
258 651 2280 576 421 Arabica Coffee 

 

 Followed by taking robusta coffee datasets. The process of collecting Robusta Coffee data carried out 

by the STMIK WICIDA campus in room 4/6 takes 15-20 minutes to get 1000 Robusta Coffee datasets. 

   

Table 2. Dataset sample of Robusta Coffee 

Id Mq2 Mq3 Mq7 Mq135 Coffee Type 

774 503 2241 474 459 Robusta Coffee 

775 503 2241 471 459 Robusta Coffee 

776 496 2243 474 459 Robusta Coffee 
777 494 2249 475 459 Robusta Coffee 

 

Followed by taking the civet coffee dataset. The process of collecting Kopi Luwak data carried out 

by the STMIK WICIDA campus in room 4/6 takes 15-20 minutes to get 1000 Kopi Luwak datasets.  

 

Table 3. Dataset sample of Luwak Coffee 

Id Mq2 Mq3 Mq7 Mq135 Coffee Type 

573 556 2213 539 455 Luwak Coffee 

574 564 2219 552 455 Luwak Coffee 

575 563 2213 547 453 Luwak Coffee 
576 559 2207 537 455 Luwak Coffee 

577 568 2224 540 446 Luwak Coffee 

578 559 2211 540 447 Luwak Coffee 

 

3.3. Data Preparation 

After the data collection stage is carried out, the data preparation stage is carried out. When the data 

retrieval process is complete, it will be filtered to eliminate incomplete, duplicate, or invalid data. This will 

ensure better data quality for subsequent analysis. 

 

3.4. Modelling 

 AI model training will be connected to the sensor data base and take 80% data_set_kopi table for 

training. When the Arabica Coffee, Robusta Coffee and Civet Coffee dataset retrieval has been completed, 



IJAIDM p-ISSN: 2614-3372 | e-ISSN: 2614-6150  

 

Coffee Type Classification Using Backpropagation… (Adytia et al) 

197 

conduct training to teach the model to perform certain tasks automatically by learning patterns, rules, or 

characteristics hidden in the training data. When you are finished, repeat the training 50 times the data training 

(epochs = 50) will display a Loss of 0.01288701593875885 Training Accuracy: 100% (100/100) = 1.0. 

 

3.5. Evaluation 

 For each coffee category (Arabica, Luwak, Robusta), TP, TN, FP, FN, and accuracy can be calculated 

using the following formula: 

 

1. Arabica: 

TP Arabica = Number of correct predictions for Arabica category 

Total Arabica = Total amount of data with Arabica category 

Arabica Accuracy = TP Arabica / Total Arabica 

 

2. Luwak: 

TP luwak = Number of correct predictions for luwak category 

Total luwak = Total amount of data with luwak category 

luwak Accuracy = TP Arabica / Total Arabica 

 

3. Robusta: 

TP Robusta = Number of correct predictions for the Robusta category 

Total Robusta = Total amount of data with Robusta category 

Robusta Accuracy = TP Robusta / Total Robusta 

 

The calculation of the total 429 predicted to be correct is as follows: 

TP Arabica = 118 (correct prediction for Arabica) 

Total Arabica = 118 

Arabica accuracy = 118 / 118 = 1.0 

 

TP Luwak = 249 (correct prediction for Luwak)  

Total Luwak = 249 

Luwak accuracy = 249/249 = 1.0 

 

TP Robusta = 62 (correct prediction for Robusta)  

Total Robusta = 62 

Robusta accuracy = 62/62 = 1.0 

 

Overall accuracy can be calculated using the following formula: Overall Accuracy = (TP Arabica + 

TP Luwak + TP Robusta) / Total Overall Accuracy Data = (118 + 249 + 62) / 429 = 1.0/100% It can be seen 

in figure 4 below. 

 

 

Figure 4. Confusion Testing  

 

3.5. Deployment 

From the results of classification data and sensor values will be displayed through the website in 

realtime. It can be seen in figure 5. 
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Figure 5. Website Dashboard of Experiment Results 

 

4. CONCLUSION 

E-Nose sends analog data to a database and then a Machine Learning Model that classifies coffee 

types. There are 3 types of coffee, namely, Arabica Coffee, Robusta Coffee and Luwak Coffee. Data collection 

in different rooms can affect the aroma of coffee. If the room has a lot of cigarette smoke or a strong food 

smell, then the aroma of coffee will be easier to cover. It takes 15 – 20 minutes to be able to use the sensor 

from E-Nose so that the analog value is stable. Use a water temperature of about 75-95 degrees Celsius. If the 

water used to brew coffee is cold, then these substances will not dissolve perfectly, so the coffee aroma of 

coffee will decrease. And it can also be concluded that the classification of coffee types can run well as 

evidenced by a very high level of accuracy. 
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