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 Tourism, a vital sector in the global economy, benefits significantly 

from advancements in infrastructure, accessibility, and information 

availability. However, the vast volume of information can overwhelm 

travelers, underscoring the need for efficient recommendation 

systems. This research aims to develop an advanced tourist 

destination recommendation system by integrating Collaborative 

Filtering (CF) and Content-Based Filtering (CBF) models with 

Neural Networks. This approach seeks to enhance recommendation 

accuracy by closely aligning with user preferences and addressing the 

challenge of limited data. The study utilizes data from 523 tourist 

destinations across West Java, along with user preference 

assessments, encompassing stages of data collection, labeling, pre-

processing, pre-training, neural network-based training, model 

evaluation, and the presentation of recommendation outcomes. The 

optimization of the recommendation models through neural networks 

has notably improved the precision of tourist destination suggestions, 

achieving Root Mean Square Error (RMSE) values below 0.37 for 

both CF and CBF approaches. This research significantly contributes 

to increasing the search efficiency and accuracy for tourist 

destination information, offering a strategic solution to the prevalent 

issue of information overload in the tourism industry. 
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1. INTRODUCTION 

Tourism is an important economic sector throughout the world, which plays a major role in 

increasing income and promoting the culture of each country[1]. With a variety of destinations that offer 

natural beauty, cultural richness and unique experiences, the tourism sector attracts millions of tourists, both 

domestic and foreign, every year. This rapid growth in the tourism sector is driven by the development of 

better tourism infrastructure and increased accessibility. However, in the current digital era, the big challenge 

faced in the tourism sector is information overload[2]. Tourists are often faced with a large and varied 

volume of information when searching for and selecting tourist destinations, which can possibly hinder the 

decision-making process. This difficulty is exacerbated by the speed of information growth which is much 

faster than humans' ability to process and find relevant information[3], [4]. As a result, the process of 

searching for tourist destinations has become increasingly complex [5]. This creates a need for a system that 

can facilitate the search for tourist information, simplify the selection process, and improve the overall tourist 

experience [6]. 
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In this context, the importance of recommendation systems that can filter, analyze and offer 

destination suggestions based on user preferences becomes increasingly clear [7], [8]. This recommendation 

system can not only improve search efficiency but also increase tourist satisfaction by providing more 

accurate and personalized recommendations to avoid excess information obtained by users[9], [10]. Studies 

related to recommendation systems have developed significantly, with diverse methods or approaches 

producing various findings in different contexts. These results depend on many factors, including the data 

source, selection preferences, data pre-processing techniques, the type of features used, and the type of 

algorithm model used to recommend[11], [12]. Although many other studies have discussed this topic, there 

are still several challenges in recommender system research, including cold start problems and data gaps 

[13].  

Various studies have been carried out on the topic of recommendation systems for tourist 

destinations. One of the studies developed a contextual recommendation system using LSTM, which is 

divided into two stages, namely next location prediction and recommendations with high accuracy reaching 

97.2%[14]. Another study developed a system with an input stage involving weather data and tourist reviews, 

which were processed using methods such as the Term Frequency-Inverse Document Frequency Vectorizer 

and artificial neural networks to produce recommendations with output in the form of an evaluation 

index[15]. The third research focuses on comparing hybrid recommendation system algorithms with 

collaborative content filtering algorithms for tourist destinations. Using samples from 228 tourist locations, it 

was found that the performance of collaborative content filtering had an accuracy of 93.297% higher than 

using a hybrid recommendation algorithm which was 87.322% with a statistically significant difference[16]. 

There is other research, namely a multilevel tourism recommendation system that identifies customer 

destinations. In addition to identifying travelers with similar interests and recommending destinations, 

recommendation systems improve system performance by providing multiple similar destinations to users. 

Data analysis is used to identify key preferences, interests and values. The proposed system improves travel 

recommendation system services by improving service quality[17]. Finally, a multicriteria tensor algorithm 

for tourism recommendation systems. The proposed model is first used to analyze places of interest, based on 

user preferences, reviews, and ratings. Important factors required for a recommendation system are identified 

through Collaborative Filtering. Experimental results show that the proposed model can make the tourism 

recommendation system more effective and stable[18]. 

Researchers highlight gaps in existing research by summarizing key findings from relevant 

literature. The literature used has certain criteria, such as the year of publication of the article must be within 

a maximum of 5 years and the research methodology must be relevant to the problem being discussed, be it 

experimental, observational or qualitative. Thus, the existence of these literature criteria ensures that the 

selected articles meet the standards of quality and relevance required to support the objectives of this 

research. Previous research has identified challenges in tourism recommendation systems, especially related 

to information overload and uncertainty in user preferences. However, little research focuses on integrating 

Collaborative Filtering and Content-Based Filtering models with Neural Network approaches to improve 

recommendation accuracy. Therefore, the main contribution of this research is developing a Collaborative 

Filtering and Content Based Filtering algorithm model that is optimized using a Neural Network for a tourist 

destination recommendation system. The use of Neural Network optimization in collaborative filtering 

models to help identify hidden patterns in user interactions or user preferences that may not be visible only 

with traditional algorithms. Meanwhile, using Neural Network optimization in content-based filtering to 

improve analysis of item features from tourist destinations, such as city, category, price, or location. There 

are three types of data sources used in this research, namely tourist destination data, user assessment 

preference data, and data from the city of the user providing the assessment. Tourist destination data consists 

of 523 tourist destinations in West Java province which includes the types of tourist destination categories, 

nature reserves, places of worship, culture and amusement parks which were collected through searching, 

crawling and scraping processes[19]. Then the preference data along with the user's origin are obtained using 

the interview method for the purpose of providing an assessment of the tourist destination being assessed.  

The aim of this research is to increase the accuracy of the tourist destination recommendation 

system by paying attention to user preferences and overcoming the problem of lack of data. Analysis was 

carried out to understand the factors that influence user interest by using tourist destination ratings. 

Developed using Collaborative filtering and Content based filtering algorithm models which are optimized 

with Neural Networks to provide accuracy and precision in providing tourist destination recommendations to 

users. The results of the model that has been developed are then carried out with evaluation metrics to 

measure the extent to which the model developed is effective and efficient. The evaluation metrics used in 

this research refer to the Root Square Mean Error (RMSE), precision and recall, F1-Score, and Normalized 

Discounted Cumulative Gain (NDGC) values[20], [21]. This research explores the potential solutions 

expected from the problems presented, such as how the integration of Collaborative Filtering and Content-
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Based Filtering models optimized with Neural Networks can increase the accuracy of tourist destination 

recommendations, as well as certain factors that influence the effectiveness of tourist destination 

recommendation systems, and how to optimize it. 

 

2. RESEARCH METHOD 

2.1. Dataset 

The data used in this research contains different types of data, namely data on a collection of tourist 

destinations and user preference data. Data on a collection of tourist destinations was obtained through a 

process of crawling and scraping data through Indonesian tourist destination websites. This process was 

carried out to collect data on tourist destinations in various regions in West Java Province. The result was 523 

tourist destination datasets in the West Java region with 9 (nine) attributes that had been given labels. 

Meanwhile, user preference data was obtained through an interview survey of 330 respondents. Respondents 

randomly assessed 523 tourist destinations in West Java. Ratings are given using a Likert scale from one to 

five. The results obtained were 10217 preference data from users regarding the assessment of tourist 

destinations in West Java which had 4 (four) attributes that had been labeled. Apart from that, there is another 

dataset as information from users who provide ratings on the tourist destination, totaling 330 data with 3 

(three) attributes which have been labeled as additional information in the required dataset. The dataset that 

has been obtained in detail is as in Figure 1, which will be used as material to create a recommendation 

system algorithm model. 

 

 

Figure 1. Dataset and Processing 

 

2.2. Overall System Configuration 

In this research, we propose an improvement algorithm for Collaborative Filtering (CF) and Content 

Based Filtering (CBF) that considers user preferences and other related information. The use of one-shot 

encoding, Term Frequency-Inverse Document Frequency Vectorizer, and Cosine Similarity is accompanied 

by Neural Network optimization which allows the algorithm to capture differences in user preferences and 

improve the accuracy of the recommendation system. 

 

 

Figure 2. Pra - Training Model Step 

 

Figure 2 shows the pre-training process of the model, where the Collaborative Filtering algorithm 

model using one-shot encoding is used to convert categorical data into a numerical representation. 

Meanwhile, Content-Based Filtering uses a combination of Term Frequency-Inverse Document Frequency 

Vectorizer and Cosine Similarity to analyze and compare text descriptions of tourist destinations. Next, 

Neural Network optimization is applied to both models to improve recommendation accuracy and precision. 

This process involves carefully tuning hyperparameters such as the number of epochs, optimizer, dropout 

rate, and learning rate decay to ensure optimal model convergence. 
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Figure 3. Architecture Overview in Recommendation System 

 

Figure 3 is the recommendation system architecture optimized with Neural Network in this research. 

In the CF algorithm model, the RecommenderNet approach is used which is then optimized with a Neural 

Network to get good prediction accuracy[22]. Meanwhile, the CBF algorithm model uses a Sequential 

approach with several Dense layers to provide tourist destination recommendations based on items or 

preferences given by previous users[12], [23]. 

 

2.3. Collaborative Based Filtering with Neural Network 

Collaborative Filtering (CF) is a recommendation approach that focuses on items liked or labeled by 

users with similar preferences. In Collaborative Filtering, building user profiles that include preferences 

collected from users with similar interests. This information can be explicit (ratings) or implicit (history of 

user visits). Collaborative Filtering uses a clustering algorithm to detect similarities between users and groups 

them into different groups based on these similarities. There are two types of Collaborative Filtering, namely 

Item – Based and User – Based[24]. The Collaborative Filtering algorithm used for this tourist destination 

recommendation system considers a collection of dimensional parameter vectors, namely 

𝑥(0), … , 𝑥(𝑛𝑚−1), … , 𝑤(0), 𝑤(𝑛𝑢−1) and 𝑏(0), … , 𝑏(𝑛𝑢−1), where is the rating prediction model for tourist 

destinations(𝑖) based on the user(𝑗) that is 𝑦(𝑖,𝑗) = 𝑤(𝑗) ∙ 𝑥(𝑖) + 𝑏(𝑖). Given a dataset consisting of 10217 

rating data generated from 330 users for ratings on 523 tourist destinations in West Java, the model will learn 

the parameter vector 𝑥(0), … , 𝑥(𝑛𝑚−1), … , 𝑤(0), 𝑤(𝑛𝑢−1) and 𝑏(0), … , 𝑏(𝑛𝑢−1), to produce the best match 

(minimizing the squared error). The collaborative filtering cost function for use in this research is given by 

[25]. 

 

𝐽(𝑥(0), … , 𝑥(𝑛𝑚−1), … , 𝑤(0), 𝑏(0), … , 𝑤(𝑛𝑢−1), 𝑏(𝑛𝑢−1)) =
1

2
∑ (𝑤(𝑗) ∙ 𝑥(𝑖) + 𝑏(𝑖) − 𝑦(𝑖,𝑗))

2
+(𝑖,𝑗):𝑟(𝑖,𝑗)=1

𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛                       (1) 

 

This regularization is 
𝜆
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(𝑖)
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2
𝑛−1
𝑘=0

𝑛𝑚−1
𝑖=0 . The first summation in equation 

(1) is for all i, j where r(i,j) equals 1, so therefore. 

 

𝐽(𝑥(0), … , 𝑥(𝑛𝑚−1), … , 𝑤(0), 𝑏(0), … , 𝑤(𝑛𝑢−1), 𝑏(𝑛𝑢−1)) =
1

2
∑ ∑ 𝑟(𝑖, 𝑗) ∗

𝑛𝑚−1
𝑖=0

𝑛𝑢−1
𝑗=0 (𝑤(𝑗) ∙ 𝑥(𝑖) + 𝑏(𝑖) − 𝑦(𝑖,𝑗))

2
 

 (2) 

 

In its implementation, the Collaborative Filtering model in this research uses the RecommenderNet 

framework approach to produce an architecture that is optimized with a neural network, as in table 1. There 

are two embedding layers that are used to convert categorical text tokens into dense vectors (dense vector) 

with richer information. In addition, there are two bias layers to increase flexibility and avoid model 

limitations during the training process. 

 

Table 1. Overall Architecture Collaborative Filtering with Neural Networks 

Layer (type) Output Shape Params 

User Embedding (Num_user, embedding_size) Dependent on num_users, embedding_size 
User Bias (Num_users, 1) Dependent on num_users 

Places Embedding (Num_places, embedding_size) Dependent on num_places & embedding_size 

Places Bias (Num_places, 1) Dependent on num_places 
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Layer (type) Output Shape Params 

Dot Product 
(Dependent on user_vector & 

places_vector) 
- 

Dropout Same as input of this layer Dependent on dropout_rate 

 

2.4. Content Based Filtering with Neural Network 

In the context of recommendation systems, Content Based Filtering is an approach that builds 

profiles for each user and item [26]. In this research, item attributes include information related to the name 

of the tourist attraction, category, description, price, etc. On the other hand, user attributes consist of 

descriptions of items that have been previously labeled or assigned a rating value. The comparison process is 

then carried out between item attributes and user attributes using distance and similarity methods, such as 

cosine similarity and Term Frequency-Inverse Document Frequency Vectorizer. Based on this, cosine 

similarity recommends items to target users that best match their user attributes. This approach can overcome 

the problem of recommending items without prior interaction. Then, the Term Frequency-Inverse Document 

Frequency Vectorizer is used to convert text or words into a vector representation that can be used for 

comparison in the Content Based Filtering algorithm[27]. In this research, content based filtering is used to 

produce attribute vectors for users and tourist destinations. In addition, this additional information is provided 

to the neural network to generate vectors of users and tourist destinations, as in the image below. 

 

 

Figure 4. Layer Neural Network with Content Based filtering 

 

In figure 4 above, user content consists only of features that have been generated. The average rating 

per tourist destination is calculated for each user. Additionally, there are User_Id, Place_Id, Place_Name, and 

Place_Rating available, but not included in model training or predictions. Nevertheless, this information will 

be useful in interpreting the data. The training set consists of all ratings provided by users in the dataset. The 

user and destination vectors are served to the above network as a training set. The user vector remains the 

same for all destinations rated by users. 

n this research, the use of Content Based Filtering uses two types of feature vectors produced by a 

neural network, namely user feature vectors (𝑣𝑢) and destination vector (𝑣𝑚), both vectors have 64 entries in 

the neural network architecture. However, the similarity between items can be determined through comparing 

these feature vectors. This information is very useful in providing recommendations to users. For example, if 

a user gives a high rating to a tourist destination, the system can recommend similar destinations by selecting 

destinations that have similar destination feature vectors. A measure of the similarity between two feature 

vectors (𝑣𝑚
(𝑘)

) and destination vector (𝑣𝑚
(𝑖)

). In this study it is determined using the squared distance between 

the two vectors [28]. 

 

‖(𝑣𝑚
(𝑘)

) − (𝑣𝑚
(𝑖)

)‖
2

= ∑ ((𝑣𝑚𝑙
(𝑘)

) − (𝑣𝑚𝑙
(𝑖)

))
2

𝑛
𝑙=1    (3) 

 

In its implementation, the Content Based Filtering model in this research uses Sequential from 

TensorFlow to produce an optimized architecture with a neural network consisting of three dense layers to 

integrate temporal or spatial information and two dropout layers to prevent overfitting of the model during 

training. The following is the architecture used in the CBF model, as in table 2. 
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Table 2. Overall Architecture Content Based Filtering with Neural Networks 

Layer (type) Output Shape Params 

dense (Dense) (None, 128) 425600 
dropout (Dropout)  (None, 128) 0 

dense_1 (Dense) (None, 64) 8256 

dropout_1 (Dropout) (None, 64) 0 
dense_2 (Dense) (None, 1) 65 

 

2.5. Term Frequency-Inverse Document Frequency Vectorizer (TF-IDF Vectorizer) 

In this research, we develop a method to measure similarities between tourist destinations by 

focusing on location and tourist categories. This process involves calculating the cosine similarity of the 

vectors that have been created[29]. The dataset used includes 523 tourist destinations, equipped with place 

names, categories, descriptions, tourist cities, prices and other important information. The application of TF-

IDF Vectorizer makes it possible to convert tourist destination names into vector arrays, as the basis for 

similarity analysis in this research. 

 

𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹(𝑡, 𝑑) × 𝐼𝐷𝐹(𝑡)        (4) 

 

In equation 4, t is the number of times the word or term t appears in document/dataset d. Term 

Frequency (TF) is used to calculate the frequency of words in a document, using a formula. 

 

𝑇𝐹(𝑡, 𝑑) = ∑ 𝐹𝑅(𝑥, 𝑡)𝑥𝜖𝑑                (5) 

 

𝐹𝑅(𝑥, 𝑡) = {
1 𝑖𝑓 𝑥 = 𝑡

0 𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                  (6) 

 

Then Inverse Document Frequency (IDF), which is used to measure how important a word (tourist 

destination) appears, uses a formula. 

 

𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔
|𝐷|

1+|𝑑:𝑡𝜖𝑑|
             (7) 

 

To produce a vector array using TF-IDF, data from this research dataset is entered into the TF-IDF 

function. This function requires two inputs, namely the dataset which is the main data collection and the 

column name which determines a particular column in the dataset as the basis for creating a vector array[30]. 

 

2.6. Cosine Similarity 

This research also applies the cosine similarity method to the Content Based Filtering model which 

is used to measure the similarity between two non-zero vectors in N-dimensional space. This similarity is 

inversely proportional to the size of the angle formed between them, the smaller the angle, the greater the 

similarity[31]. 

 

𝑆(𝐴, 𝐵) = 𝑐𝑜𝑠 𝜃 =
𝐴∙𝐵

|𝐴|∙|𝐵|
              (8) 

 

Cosine similarity measures the cosine orientation between two vectors in multidimensional space, 

giving a score between -1 and 1. A score close to 1 indicates high similarity, while a score close to -1 

indicates a large difference. In this research, the cosine similarity formula is implemented to compare user 

feature vectors with item feature vectors[32]. For example, in the context of tourist destination 

recommendations, user profiles containing preferences for certain locations are calculated against tourist 

destinations to identify destinations that best match the user's preferences. A higher similarity score indicates 

a closer correlation between user preferences and tourist destination attributes, allowing the system to suggest 

more relevant options. 

 

2.7. Performance Evaluation 

In this research, various metrics are used to evaluate the performance of the recommendation model. 

RMSE provides a measure of how close the prediction is to the actual value [33], [34]. Precision measures 

the model's efficiency in correctly classifying items as positive [35]. Recall measures the model's ability to 

capture all relevant positive samples [36]. F1 Score, which combines precision and recall, is used to assess 
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the accuracy of classification models, especially when the class distribution is unbalanced[37]. NDCG is used 

to assess the effectiveness of a ranking system based on the order in which relevant items appear[38]. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑦𝑖 − �̂�)2𝑁

𝑖=1       (9)  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚

𝑇𝑜𝑡𝑎𝑙 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚
=

𝑇𝑃

𝑇𝑝+𝐹𝑃
                (10) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚

𝑇𝑜𝑡𝑎𝑙 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚
=

𝑇𝑃

𝑇𝑝+𝐹𝑁
              (11)  

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
+

1

𝑅𝑒𝑐𝑎𝑙𝑙

=
2×(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
               (12) 

 

𝑁𝐷𝐶𝐺 =
1

𝐼𝐷𝐶𝐺
× ∑

2𝑟𝑖−1

𝑙𝑜𝑔2(𝑖+1)

𝐾
𝑖=1      (13) 

 

3. RESULTS AND ANALYSIS  

This section explains the experimental setup and evaluation methods used in this research. The 

methodology includes the implementation of an algorithm model using collaborative filtering (CF) and 

content based filtering (CBF) techniques, with improvements through Neural Network optimization for 

tourist destination recommendations. Furthermore, this section discusses the use of five evaluation metrics: 

root mean square error, precision, recall, F1-score, and normalized discounted cumulative gain, which are 

important for measuring the effectiveness of recommendation systems. 

 

3.1. Dataset Analysis 

The dataset used in this research consists of synthetic data that is useful for training 

recommendation system models, user demographic info, and user rating preferences. This data was obtained 

from the process of searching, crawling and scraping data to obtain data on tourist destinations throughout 

West Java Province, as well as conducting interviews with users to provide ratings of tourist destinations in 

West Java. The data that has been obtained and processed is then subjected to Exploratory Data Analysis 

(EDA) which is used for initial tests with the aim of identifying patterns, looking for unusual values, and 

testing the correctness of assumptions. This involves analyzing the tourist destinations with the highest 

ratings from users, comparing the number of tourist categories in West Java, the age distribution of users, and 

the number of districts or cities from previous user preferences. 

 

 

Figure 5. Tourist Attractions with the Most Number of Ratings 
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Figure 6. Comparison Number of Tourism Categories in West Java 

 

Exploratory data analysis of tourist destination data in various regions of West Java province which 

is used as training data objects for modeling recommendation systems. Figure 5 shows the results of the 

analysis of the entire dataset to see which tourist destinations have the highest rating factors from users. 

Meanwhile, Figure 6 shows that the distribution of tourist destination categories from the data that has been 

collected is 60.4% in the “Cagar Alam” category; 30.9% for “Taman Hiburan”; 7.3% for “Budaya”; and 

1.4% for “Tempat Ibadah”. This information can be especially useful in designing algorithm modeling using 

a content based filtering approach. 

 

 

Figure 7. Comparison District or CIty Origins of User Preference 
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Figure 8. Age Distribution of User Preference 

 

Exploratory data analysis of user preference data that provides an assessment of tourist destinations 

in West Java. Figure 7 shows the distribution of the number of cities or districts of users who rated tourist 

destinations. Meanwhile, Figure 8 shows the distribution of the age range of users who provide ratings on 

tourist destinations. These two pieces of information are really needed for collaborative filtering modeling 

with a user based approach or content based filtering modeling to provide recommendations for tourist 

destinations based on certain items. 

 

3.2. Recommendation System Result 

In this model training process, there are differences in the pre-model training process methods. The 

Collaborative Filtering (CF) model uses Integer Encoding before training the model, this aims to convert 

categorical data to numeric, as well as create a unique mapping between each categorical value and an 

integer. This can help recommend system algorithms that require a numeric input. The Content Based 

Filtering (CBF) model uses TF-IDF Vectorizer and Cosine Similarity to carry out the pre-training process for 

the model. The TF-IDF Vectorizer method is used to convert text to numeric vectors, as a weighting of words 

by providing a score indicating how important a word is in the dataset. This helps in identifying words that 

are distinctive and informative to users. In addition, to reduce the dimensions of text data in order to reduce 

the number of unnecessary features so that it is easy to analyze. Meanwhile, the Cosine Similarity method is 

used to measure similarities between texts, forming a similarity matrix to find similar texts based on the 

content of the user's text and in the context of a recommendation system to suggest items that are similar to 

those that the user liked or visited previously. 

After carrying out the pre-training model process, the researcher created a training hyperparameter 

for the Collaborative Filtering and Content Based Filtering algorithm models, as in table 3. This aims to 

ensure that the trained model obtains the smallest error predictions. 

 

Table 3. Training Hyperparameter Setting of the Collaborative Filtering and Content Based Filtering 

Models Hyperparameter 

Collaborative Filtering (CF) 

Epochs = 100; Optimizer = Adam; Embedding Size = 50; Dropout 

Rate = 0.2; Learning Rate = 10-3; Learning Rate Decay Steps = 105; 
Learning Rate Decay Rate = 0.96; Regularization L2 = 10-6. 

Content Based Filtering (CBF) 
Epochs = 100; Optimizer = Adam; Dropout Rate = 0.5; Learning 

Rate = 10-3; Batch Size = 32; Validation Split = 0.1. 

 

Hyperparameter settings as in table 3, for the Collaborative Filtering model include the use of the 

Adam optimizer, the number of epochs is 100, the embedding size is 50, and the dropout rate is 0.2. 

Meanwhile, the Content-Based Filtering model uses the Adam optimizer, dropout rate is 0.5, number of 

epochs is 100, batch size is 32, and validation division is 0.1. These settings are based on experimental results 

and careful tuning to ensure optimal model performance. 
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Figure 9. Training Losses of the Two Models 

 

 

Figure 10. Training RMSE of the Two Models 

 

Analysis of the results of the Collaborative Filtering (CF) model with Content Based Filtering 

(CBF) in terms of loss and RMSE during a total of 100 epochs of training. Figure 9 shows that both models 

have a decreasing trend in loss as epochs increase. While figure 10 shows the CF model gradually decreases 

over training epochs with some fluctuations, which indicates the CF model learns and improves its prediction 

accuracy which appears to improve to around 0.3265. In addition, the CBF model throughout training the 

RMSE value is quite stable and remains in the range of 0.33 which indicates that the model learning has 

quickly reached a stable point given by the features and complexity of the model.  

The validation method is carried out by dividing the dataset into training data and validation data in 

a ratio of 80:20. This validation process ensures that the model developed can provide accurate and relevant 

tourist destination recommendations based on user preferences. 

 

Table 4. Evaluation Performance Result of the Two Models 

Model Algorithm 
Metrics Evaluation 

MSE RMSE Precision Recall F1-Score NDCG 

Collaborative Filtering 0.13 0.36 0.62 0.97 0.76 0.89 

Content Based Filtering 0.12 0.35 0.40 0.64 0.49 0.91 

 

The results of the model that has been trained can provide recommendations for tourist destinations 

to users with various functions. The use of the Collaborative Filtering model, as in Figure 11, displays 

recommendations for tourist destinations based on preferences that have been previously given by the user. 

Meanwhile, using the Content Based Filtering model, as in Figure 12, displays recommendations for tourist 

destinations based on specific items, which allows users to find out several destination recommendations 

based on certain items, such as category, price, location, and others. 
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Figure 11. Recommendation Destination Tourism Result with Collaborative Based Filtering 

 

A recommendation system using Collaborative Filtering suggests tourist destinations based on user 

preferences. The system will provide a predicted rating for places that have not been visited by the user, then 

select and display the top seven recommendations based on that rating. Apart from that, it displays 

information about places that users have visited and liked. 

 

 

Figure 12. Recommendation Destination Tourism Result with Content-Based Filtering 

 

A recommendation system with Content Based Filtering, provides recommendations that are not 

only similar to the place the user is looking for, but also ensures that the recommendations are diverse in 

terms of category and location. This is especially useful where diversity of experience is key to satisfying a 

wide range of user preferences. 

 

4. CONCLUSION  

This research succeeded in developing a tourist destination recommendation system using 

Collaborative Filtering (CF) and Content-Based Filtering (CBF) techniques which were optimized using a 

Neural Network. Exploratory data analysis revealed important patterns in user preferences and distribution of 

tourist destinations for model development. The implementation of Integer Encoding in the CF model and the 

use of the Term Frequency-Inverse Document Frequency Vectorizer and Cosine Similarity in the CBF model 

show effectiveness in processing text and categorical data into numerical information that can be utilized by 

the model. 
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The experimental results show that both CF and CBF models have good abilities in predicting and 

recommending tourist destinations. This is proven through performance evaluations which include MSE, 

RMSE, Precision, Recall, F1-Score, and NDCG metrics. The CF model shows better performance in terms of 

precision and recall, while the CBF model excels in providing diverse recommendations according to user-

specific criteria. 

The developed recommendation system makes an important contribution to the tourism sector by 

simplifying the process of searching for tourist destinations and improving the overall user experience. By 

taking individual preferences into account and overcoming the problem of information overload, this system 

can help tourists find destinations that best suit their interests. We realize that the adequacy of the parameters 

used in this research is key in ensuring the validity and reliability of the research results. Therefore, 

researchers plan to conduct in-depth analysis of additional parameters for the decision-making 

recommendation system to ensure it covers a wide spectrum to represent diverse situations. The success of 

the system built in this research marks the first step forward in the use of advanced technology to increase the 

effectiveness of recommendation systems in the tourism industry. 
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