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 The number of motorcycles on the report of Indonesian BPS statistics 

from the Indonesian State Police between 2019 to 2021 by its type has 

increased annually. Routine motorcycle checks, services, and 

maintenance are essential to keep a motorcycle in good condition and 

more durable; therefore, buying spare parts is enlarged in line with the 

growth of public motorcycle ownership. The necessity of buying spare 

parts increases with the growth of public motorcycle ownership. 

Numerous stores in Ngawi offer motorcycle spare parts and check 

services for routine motorcycle maintenance. One of these stores is 

BM Motor. To develop an effective product-selling strategy, it is 

essential to forecast the daily turnover of the shop. To achieve this, the 

present research aims to analyze the daily turnover using Recurrent 

Neural Networks (RNN) and Long Short-Term Memory (LSTM). 

These methods were applied to a time-series dataset, allowing for an 

in-depth examination of the patterns and trends in the shop's turnover. 

The research compares several hyperparameter tunings and scenarios 

to optimize the models that forecast daily turnover data at the store. 

The outcomes presented that the LSTM model achieved a lesser MAE 

score of 0.087, while the RNN model scored 0.092. These findings 

proved that the LSTM model achieved lower MAE than the RNN 

model, it means LSTM is more accurate than the RNN model.  

Keyword: 

BM Motor Ngawi 

Daily Turnover 

Forecasting 

LSTM 

RNN 

 

Copyright © 2024 Puzzle Research Data Technology 

 

Corresponding Author:  

Larasati, 

School of Computing, Telkom University, Bandung 

Jl. Telekomunikasi No. 1, Terusan Buah Batu Bandung 40257, West Java, Indonesia 

Email: larasatii@student.telkomuniversity.ac.id 

DOI: http://dx.doi.org/10.24014/ijaidm.v7i1.27643 

 

1. INTRODUCTION 

The increasing number of motorcycle reports in Indonesian BPS statistics between 2019 to 2021 with 

a growth percent number of 102.68%. That is a concerning trend that highlights the need for routine motorcycle 

checks, services, and maintenance. Keeping a motorcycle in good condition and ensuring its durability is of 

utmost importance. As the number of motorcycles owned by the public continues to grow, acquiring spare 

parts becomes crucial. With the expansion of public motorcycle ownership, there is a greater demand for spare 

parts to ensure these vehicles remain in optimal operating condition. In Ngawi, numerous stores offer 

motorcycle check services and sell spare parts. One of these stores is BM Motor, located in Widodaren since 

2003, which provides both motorcycle service and spare parts sales. To adequately prepare for upcoming 

difficulties and possibilities, it is crucial to develop a highly efficient product sales plan. In order to tackle this 

issue, the current study centers on a thorough analysis of the daily turnover data prediction for BM Motor. This 

study utilizes sophisticated analytical approaches, namely Recurrent Neural Networks (RNN) and Long Short-

Term Memory (LSTM) methods, to uncover intrinsic patterns and trends in the financial performance of the 

business over a period of time.  
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In recent years, many studies have been conducted about forecasting and prediction in any cases.  

RNN and LSTM models were commonly used, the research had been conducted by Wiranda e. al. [1] predicted 

pharmaceutical industry product-selling at PT. Metiska Farma's product-selling strategy demands with Mean 

Absolute Percentage Error (MAPE) score of 12%.  Sugiyarto et al. [2] conducted experiments with LSTM-

RNN techniques to predict palm oil production. Their approach involved 2 LSTM layers, and they achieved a 

MAPE score of 2.71% and 2.98% for the training and testing data, respectively. Apple and Microsoft stock 

price prediction by Hastomo et al. [3] use LSTM to create forecasts with stock movement trends that tend to 

go down. RNN methods are also used by Sagheer et al. [4] to forecast time-series data of petroleum production 

with 1890 epoch numbers, generating the best Root Mean Squared Error (RMSE) score of 0.233. Selle et al. 

[5] used both RNN and LSTM methods to make a prediction comparison of the use of electricity energy with 

the RMSE average score of 51.05. Moreover, Rafi et al. [6] are using the LSTM Network as one of the research 

methods for the prediction of short electrical load in Bangladesh power with a Mean Average Error score of 

324.7693.  

Previous research has shown that LSTM and RNN models are well-suited for accurately processing 

sequence and time-series data. This research utilizes two models that calculate the performance and accuracy 

of the model with hyperparameter tuning to forecast the daily turnover of the store. The objective is to improve 

the shop's capacity to forecast and adjust to changes in demand by utilizing advanced methods of forecasting. 

This will ultimately contribute to the establishment of a strong and flexible product-selling strategy for BM 

Motor in the near future. 

 

2. RESEARCH METHOD 

2.1.  Overview 

In this research, a flowchart design, as illustrated in Figure 1, is being developed and implemented. 

The initial stage, after collecting the dataset, involves preprocessing the data. To facilitate model evaluation, 

the dataset is divided into two sections: data train and data testing during the data splitting process. The data 

training phase utilizes an RNN model and an LSTM model. Once the training is completed, model evaluations 

are conducted to ascertain the most optimal models, with the Mean Absolute Error (MAE) serving as the 

evaluation metric. The last step is forecasting data, which is done using the most effective model found during 

the evaluating model phase.  

 

 

Figure 1. Flowchart Design of Forecasting Experiment 

 

After the dataset has been preprocessed, the next step in the flowchart design is to split the data into 

data train and data testing. This process involves dividing the dataset into subsets to be used for training and 

testing purposes. The data training subset is then utilized to train both RNN and LSTM models. These models 

are trained using various techniques to capture the sequential nature of the data and make accurate predictions. 

Once the models have been trained, it is essential to evaluate their performances to identify the best models. 

The evaluation is conducted using MAE as the evaluation score, which counts the errors between predicted 

and actual values. Lastly, after the evaluation process, the final step in the flowchart design is data forecasting, 

where the trained models are used to make predictions on new or unseen data instances. 
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The research uses a daily sales time-series dataset of motorcycle spare parts from BM Motor store, 

Ngawi. The dataset consists of 2,312 recorded data points including turnover, margin, turnover total, and 

margin total, as shown in Table 1. This study focuses on turnover profit data and processes univariate data as 

there is only one type of data used in the experiment. 

 

Table 1. Sample Data of BM Motor 

Date Turnover Margin Turnover Total Margin Total 

2016-01-01 388,000 69,000 38,000 69,000 

2016-01-02 833,000 156,000 1,221,000 225,000 

2016-01-03 504,000 76,000 1,725,000 301,000 
2016-01-04 1,575,000 366,000 3,300,000 667,000 

2016-01-05 1,121,000 251,000 4,421,000 918,000 

 

 To improve data quality, data preprocessing using Min-Max Scaler normalization has been conducted. 

Then, the data was divided into data train and test. The next step involves training the model with the available 

data by fitting it with suitable parameters to elevate the performance of the models. Once the training phase is 

complete, the model's effectiveness is evaluated by testing various scenarios with hyperparameter tuning and 

determining the best models using MAE as the evaluation score.  

 The last step is to create a data forecast in the range of periodical times in the forecasting process. 

Time series forecasting is the process of forecasting upcoming values established on an understanding of past 

data distributions to involve the future system manner prediction. Time series data is a sequence of data that is 

composed of specific prevalence, such as either daily or annually from intervals a period that apiece value may 

have some relationship that is represented by a series of data points listed in chronological order and exist in a 

wide variety of application areas.  

 

2.2.  Recurrent Neural Network 

 RNN is a method for processing time-series and sequential data that is commonly used within the 

field of neural networks [7]. The RNN possesses significant strength to utilize the data within a relatively 

lengthy sequence. RNN method can maintain and capture long-term dependencies as they achieve similar 

functions for each part in the sequence, with the output of computations intricately tied to all the computations 

that took place before it [8]. The RNN model is provided in the following equations:  

 

 ℎ𝑞 =  𝑡𝑎𝑛ℎ(𝑊ℎ𝑥𝑥𝑞  +  𝑊ℎℎℎ𝑞−1  +  𝑏ℎ), (1) 

 

 𝑜𝑞 = 𝑊𝑜ℎℎ𝑞 + 𝑏𝑜, (2) 

 

where 𝑊ℎ𝑥 ,𝑊ℎℎ, and 𝑊𝑜ℎ are input-to-hidden, hidden-to-hidden, and hidden-to-output weight matrices, 

respectively. Bias vectors are denoted with 𝑏ℎ and 𝑏𝑜. 

 

2.3.  Long Short-Term Memory 

 LSTM represents a deviation of RNN [9], commonly referred to as a "gated cell," which extends the 

RNN model to enable the learning of input with long-term dependencies of each data [10] while minimizing 

the loss of essential features [11]. Improvement from RNN, this method has the benefit of being able to collect 

activities over time by cell state [12]. The LSTM model is equipped with three gates that function to regulate 

its cell state. Firstly, the input gate takes charge of selecting relevant input. Secondly, the forget gate is crucial 

in eliminating extraneous information. Lastly, the output gate controls the outgoing information flow. These 

gates work seamlessly to execute the LSTM model's execution [13]. The equations for the LSTM model can 

be found in Equations (3) - (7): 

 

 𝑖𝑗 =  𝜎(𝑊𝑖  ∙  ℎ𝑗−1 +  𝑉𝑖  ∙  𝑥𝑗 + 𝑏𝑖), (3) 

   

 𝑜𝑗 =   𝜎(𝑊𝑜  ∙  ℎ𝑗−1 +  𝑉𝑜  ∙  𝑥𝑗 +  𝑏𝑜), (4) 

 

 𝑓𝑗 =   𝜎(𝑊𝑓  ∙  ℎ𝑗−1 +  𝑉𝑓  ∙  𝑥𝑗 + 𝑏𝑓), (5) 

 

 �̃�𝑗 = tanh (𝑊𝐶  ∙  ℎ𝑗−1 + 𝑉𝐶  ∙  𝑥𝑗 + 𝑏𝐶  ), (6) 

 

 𝐶𝑗 =  𝑖𝑗  ⊙  �̃�𝑗 +  𝑓𝑗 ⊙  𝐶𝑗−1  , (7) 
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where ij, oj, and fj represent input gate, output gate, and forget gate. 𝑊𝑖 , 𝑊𝑜 , 𝑊𝑓 ,  and 𝑊𝑐 represent matrices 

weight, and bias vectors denoted by bi, bo, and bf. Multiplication and sigmoid function are denoted by ⊙ and 

𝜎 symbols. Presented in this section is Figure 2, providing a visual representation of the LSTM architecture. 

 

 

Figure 2. LSTM Cell Architecture [4] 

 

2.3.  Mean Absolute Error 

 MAE is used to measure the closeness between predicted and measured values [14] by calculating the 

absolute error average [15]. A lower MAE value indicates a more precise model, aiming to get as close to 0 as 

possible for even greater precision. The given Equation (8) represents the MAE where  �̂�𝑗 refers to actual data 

and 𝑦𝑗 represents the average of prediction error data. 

 

 MAE =
1

𝑛
∑ |�̂�𝑗  −  𝑦𝑗|𝑛

𝑗=1  (8) 

 

3. RESULTS AND ANALYSIS  

The experiments consist of two scenarios to evaluate the effectiveness of the models. Hyperparameter 

tuning was performed in the first scenario to evaluate the model's parameters such as epoch numbers, data 

splitting ratio, and dropout number. The objective of this scenario is to identify the best model that can 

accurately forecast data and provide valuable insights. The measurement of the first scenario used MAE. The 

second scenario used the setting parameters from the first scenario to forecast with several periods including 6 

months, 1 year, 2 years, and 5 years.  

 

Table 2. Hyperparameter Tuning Values 

Hyperparameter Value 

Data Split Ratio 70:30, 75:25, 80:20, 85:15, 90:10 

Epoch 800; 1000; 1200; 1500 

Dropout 0.1; 0.15; 0.2; 0.25 

 

The result of the first scenario is shown in Table 3. This table consists of four main columns: dropout, 

epoch, and splitting data ratio (including LSTM and RNN models). Each value in the table represents the 

combination of parameters in Table 2. The best parameter tuning of the LSTM model is in setting the parameter 

of data splitting in ratio 90:10, drop out number is 0.15, with 800 epoch number yields MAE score result of 

0.08753. Besides, the best parameter tuning of the RNN model is in 0.09233 MAE score with the setting data 

splitting in ratio 90:10, drop out number 0.15, and epoch 1200. Both results prove that 0.15 dropout number 

and 90:10 data splitting ratio are the best parameters obtained from the first scenario. Afterward, the experiment 

show the lowest performances of RNN and LSTM model with MAE scores are 0.11191 and 0.10406, where 

use 85:15 ratio data splitting, 0.1 dropout number, epoch number 1,200 for RNN and 1,000 for LSTM. 

 

Table 3. Hyperparameter Tuning Results 

Dropout Epoch 

Data Training: Data Testing Ratio 

LSTM RNN 

70:30 75:25 80:20 85:15 90:10 70:30 75:25 80:20 85:15 90:10 

0.10 

800 0.09392 0.09588 0.09944 0.09755 0.09252 0.10699 0.10649 0.09485 0.09942 0.10229 

1,000 0.09428 0.09533 0.09710 0.10406 0.09633 0.09940 0.10778 0.09428 0.10187 0.09491 
1,200 0.09479 0.10031 0.09505 0.09718 0.09205 0.09968 0.09749 0.10346 0.10326 0.09734 

1,500 0.09241 0.09952 0.09587 0.09676 0.08840 0.09845 0.09647 0.09667 0.11191 0.09427 

0.15 800 0.09169 0.09413 0.09918 0.10015 0.08753 0.10699 0.10649 0.09485 0.09942 0.10229 
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Dropout Epoch 

Data Training: Data Testing Ratio 

LSTM RNN 

70:30 75:25 80:20 85:15 90:10 70:30 75:25 80:20 85:15 90:10 

1,000 0.09255 0.09120 0.09383 0.09413 0.09547 0.10116 0.10260 0.10399 0.10217 0.10634 
1,200 0.09772 0.09816 0.09631 0.09479 0.09154 0.09791 0.09890 0.10112 0.09593 0.09233 

1,500 0.09241 0.09441 0.09320 0.09976 0.09626 0.10338 0.09971 0.09796 0.10603 0.09427 

0.20 

800 0.09443 0.09816 0.10379 0.10211 0.08946 0.09511 0.09701 0.10069 0.09558 0.09381 
1,000 0.09657 0.09564 0.09725 0.09823 0.09188 0.10020 0.09762 0.10519 0.09711 0.10450 

1,200 0.09489 0.10011 0.09362 0.09398 0.09848 0.10298 0.09951 0.10349 0.09858 0.09620 

1,500 0.09365 0.09914 0.09677 0.09762 0.09410 0.09783 0.10282 0.10031 0.10220 0.09753 

0.25 

800 0.09421 0.08909 0.09398 0.10154 0.10057 0.09617 0.09546 0.09519 0.10382 0.10259 

1,000 0.09465 0.09734 0.09912 0.09419 0.09973 0.09882 0.09477 0.09722 0.10566 0.10196 

1,200 0.09489 0.10011 0.09362 0.09398 0.09848 0.09847 0.09962 0.09595 0.10550 0.10741 
1,500 0.09365 0.09914 0.09677 0.09762 0.09410 0.09485 0.10303 0.09719 0.09924 0.10420 

0.30 

800 0.09459 0.09312 0.09120 0.09766 0.09465 0.09263 0.09605 0.09783 0.09653 0.09526 

1,000 0.09523 0.09206 0.09501 0.09656 0.09284 0.09700 0.09524 0.10481 0.09673 0.10520 
1,200 0.09674 0.09206 0.09889 0.10063 0.09705 0.10000 0.09979 0.10223 0.09468 0.10360 

1,500 0.09654 0.09300 0.09428 0.09631 0.10334 0.09881 0.10090 0.09931 0.10015 0.09294 

 

The data for the second scenario has been derived from the best results of the first scenario. Figures 3 

and 4 show the result of the second scenario, when RNN and LSTM forecast in various time periods. The blue 

color on the graph represents actual data, while the red color on the graph represents the results of predictions. 

Figure 3 shows that the LSTM model can forecast future data and depict upward and downward trends over a 

predetermined time period. 

 

 

 

(a) 

 

(b) 

  
(c) 

 

(d) 

Figure 3. LSTM forecasting results in (a) 180 days; (b) 1 year; (c) 2 years; and (d)  

5 years turnover forecasting with LSTM. 

 

 The results show that RNN models consistently exhibit a considerable degree of forecasting changes 

within a specific period, as shown in Figure 4. The image consists of actual data contained in the blue graph 

color and predicted data represented in the red graph color. The results of this scenario show good and stable 

predictive capabilities in the movement of upward and downward trends in the data over a predetermined 

period. This proves that RNN is a model that can be used as a model to make predictions regarding changes in 

certain trends over a specified period. 
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(a) 

 

(b) 

  
(c) 

 

(d) 

Figure 4. RNN Forecasting Results (a) 180 days; (b) 1 year; (c) 2 years; and (d)  

5 years turnover forecasting with RNN. 

 

4. CONCLUSION  

 The goal of the study is to evaluate and compare the effectiveness of LSTM and RNN methods to 

forecast the daily turnover of BM Motor Ngawi. The study encompassed optimizing hyperparameters and 

running many tests, which indicated that the LSTM model exceeded the RNN model. The LSTM model, trained 

with a 90:10 data splitting ratio, a 0.15 dropout rate, and 800 epochs, exhibited superior performance compared 

to the RNN model.  Despite both using similar parameters, the LSTM model had a lower MAE score of 0.08753 

compared to the RNN model's MAE score of 0.09233, proving that the LSTM model is more accurate in 

making decisions. The findings of the study suggest that using LSTM instead of RNN can help the store make 

better sales strategies. In conclusion, the research supports the effectiveness of the LSTM model in predicting 

the daily turnover of BM Motor Ngawi.  
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