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 The purpose of this article is to demonstrate the ability of the Eidos 

intellectual system to recognize human diseases at an early stage by 

processing large databases containing signs of diseases. To study the 

signs of diseases, it is proposed to use an automated system-cognitive 

analysis implemented in the Eidos intellectual system. Automated 

system-cognitive analysis extracts information from large databases 

and forms knowledge from them that makes it possible to recognize 

human diseases. In the process of forming models, the amount of 

information is calculated in the value of the factor by which the 

modeling object will pass under its influence to a certain state 

corresponding to the class. This allows for comparable and correct 

processing of heterogeneous information about observations of the 

object of modeling, presented in different types of measuring scales 

and different units of measurement. The results of recognition of the 

following diseases were obtained with high reliability: chronic 

kidney disease, lung cancer, breast cancer, liver disease, risks of 

developing diabetes and stroke. The results of the study can be 

applied in medical institutions in many countries, since the Eidos 

system is freely available on the Internet. 
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1. INTRODUCTION  

Artificial intelligence (AI) systems can process large databases and are rapidly changing the way 

healthcare is diagnosed today. By using large volumes of medical data, it is possible to obtain reliable results 

for diagnosing diseases that were previously impossible to establish [1]. The results obtained with the help of 

AI systems make it possible to provide patients with timely medical care and increase the reliability of 

diagnosis [2]. Reducing mortality from chronic diseases requires early detection and effective treatment, so 

medical scientists are using new predictive models to detect diseases at an early stage [3, 4]. There are no 

best methods for diagnosing diseases in humans, since each method has its own advantages and 

disadvantages. Currently, Support Vector Algorithms (SVM), logistic regression (LR) and clustering are 

often used. Convolution artificial neural networks automatically extract key features - knowledge from 

structured data, which makes it possible to establish a diagnosis of a disease with high certainty [5-7]. 

Modern intelligent systems perform automated processing of large databases containing signs of diseases, 

which ensures the diagnosis and classification of human diseases [8-10]. The purpose of this article is to use 

automated system-cognitive analysis (ASC-analysis) to identify the diseases of patients with the most 

common chronic diseases at an early stage [11]. To process medical data using ASC analysis, it is necessary 

to perform a machine learning procedure, i.e., develop representative databases for the types of diseases 
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studied. To achieve this goal, we need free access to large databases and a methodology that will help 

transform this data into a form which is necessary for working in an artificial intelligence system. Some of 

these good choices are UCI database repositories, Kaggle and others [12-14]. This depends on how many 

organs a person has - so many databases can be compiled. But the donors of these databases secured their 

data and put a "?" instead of real data. Therefore, these databases need to be carefully edited. Missing 

attribute values should be replaced with empirical data taken from the literature. To achieve this goal, it is 

necessary to solve the following issues: 

1. Conversion of databases from csv-format to intermediate MS Excel files; 

2. Input of initial data into the Eidos system; 

3. Synthesis and verification of domain models; 

4. Application of models for solving problems including identification, forecasting and research of the 

subject area. 

 

Success at the knowledge extraction stage largely depends on the qualifications of the analyst, who 

must have knowledge from various fields, including cognitive psychology, systems analysis, mathematical 

logic, artificial intelligence and so on. The actual gap in prior literature works is represented through lack of 

smart systems depending on AI that are able to diagnose deseases in early stage. Eidos system introduced in 

this research in explains in details how to diagnose deseases at early stages based on generative AI system.  

The main aim of this paper is to introduce easy approach to diagnose deseases at early stages by helping of 

Edios system including Chronic Kidney Disease Recognition, Lung Cancer Diagnostics, Predicting the Risk 

of Diabetes, Stroke risk prediction and Diagnosing Breast Cancer. In addition, the main contribution of this 

work is represented in facilitating and illustrating the methods of diagnoses of every sickness and giving 

actual evidence how the Eidos system works in every different stage.  

 

2. RESEARCH METHOD 

2.1. Formalization of The Subject Area 

The database csv-file is converted into xls format using the online converter 

(https://onlineconvertfree.com/ru/convert-format/csv-to-xls). In the first column of the file, we add its name - 

number. The other columns are filled with the names taken from the source database. Then we copy the 

training sample to the folder (d:\Aidos-X\AID_DATA\Inp_data\) and rename it to Inp_data. At this stage of 

the ASC analysis, classification and descriptive scales and their gradations are developed, which are used to 

encode the initial data, resulting in a training sample [15-17]. 

The universal cognitive analytical system Eidos is in full open free access on the website 

http://lc.kubagro.ru/aidos/_Aidos-X.htm with an open license CC BY-SA 4.0 and this means that everyone 

can use it, whoever wishes, without any additional permission from the developer of this system, Professor 

E. V. Lutsenko. To enter the Eidos system, you need login 1 and password 1, as well as set the parameters 

shown in Figure 1.  

A universal interface is used to enter an external database into the Eidos system. The training 

sample, in fact, is the original data, normalized using classification and descriptive scales and their 

gradations. The spring 2011 version of the Eidos system provided a training sample size of no more than 

100,000 objects, in the current version this restriction has been removed and now the system can work with 

millions of objects. But there remains a limitation on the dimension of knowledge bases: no more than 4000 

classes and 4000 gradations of factors. 

The Eidos intellectual system provides the ability to model complex dynamic systems and 

comparative analysis of implementation options, and also allows you to develop an action plan to achieve the 

expected result. The Eidos system is a highly effective tool for scientific research in a variety of subject areas 

that require generalization, systemic multi-parameter identification, forecasting and decision making, 

comparison and classification. 

 

2.2. Formation and Verification of Models 

Synthesis and verification of models in the Eidos system is carried out in mode 3.5. Figure 2 shows 

that 30% should be left from the original database, removing the least reliable recognition results. 

When the training sample is loaded into the Eidos system, then the study should begin with an 

analysis of the information portrait of features. In the process of compiling the training sample, additional 

redundant features may get into the descriptive features due to user errors. This can be digital data entered 

instead of characters, or digital data whose values exceed the specified range of features. Even an extra space 

in symbolic features is accepted by the Eidos system as a new feature. In multi-word features, use the 

underscore character (_) to concatenate individual words [18].  

 

https://onlineconvertfree.com/ru/convert-format/csv-to-xls
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Figure 1. Entering The Database Into The Eidos System 

 
 

Figure 2. Synthesis and Verification of Models 

 

To verify the models, the number of errors of the 1st and 2nd kind is counted, i.e., non-identification 

errors and false identification errors. As experience shows, this method gives a quite adequate assessment of 

the reliability of the model. If all objects are attributed to all classes, then the error of the 1st kind will be 

equal to zero, however, in this case, the error of false identification will be maximum, since all objects will 
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be assigned not only to those classes to which they actually belong, but also to those to which they do not 

belong. Similar action, if all objects are not assigned to any of the classes, then the error of the 2nd kind will 

turn to zero, however, in this case, the non-identification error will be maximum. Thus, it is necessary to 

choose a certain threshold, such that the average number of errors of the 1st and 2nd kind is minimized, 

which is implemented in the Eidos system [19]. The Eidos system identifies the objects of the training 

sample, the classification vector of which is already known, and then calculates the weighted average 

identification error (integral validity), as well as the identification error with each class (differential validity). 

If the model has an acceptable level of adequacy, then a decision is made on the possibility of using it in an 

adaptive mode on objects that are not included in the training sample, but belong to the general population, in 

relation to which this sample is representative. If the model is not adequate enough, then work continues on 

the synthesis of an adequate model by increasing the number of classes and factors, as well as updating the 

descriptions of the training sample objects or increasing their number. To assess the reliability of models in 

the Eidos system, the F-measure of Van Risbergen and the L1-measure proposed by Professor Lutsenko E.V. 

are used. The resulting model quality criteria are shown in Figure 3. Model reliability estimation errors 

depend on the size of the training sample, and for a large sample size, it is logical to assume that the model 

reliability estimation is performed with sufficient accuracy. Usually, the INF3 model has the highest value of 

the integral criterion "Amount of knowledge" and it is selected as the current model, and then batch object 

recognition is performed. 

 

 

Figure 3. Сredibility of System-Cognitive Models 

 

If the training sample includes all objects of the general population, then the reliability of the 

conclusions will be the highest. If the training sample is very small, then it is unlikely that reliable 

conclusions about the general population can be made on its basis, since in this case the training sample may 

not even include examples of objects of all or the vast majority of classes. Under the representativeness of the 

training sample, we mean its ability to adequately represent the general population, so that the study of the 

general population itself can be correctly replaced by the study of the training sample. But representativeness 

depends not only on the volume, but also on the structure of the training sample, that is, on how fully all 

categories of objects in the general population (classes) are represented and on how fully they are described 

by features. 

 

3. RESEARCH RESULTS 

3.1. Outcomes of Early-Stage Chronic Kidney Disease Recognition 

A database developed by Senior Consultant Nephrologist P. Soundarapandian from Apollo Hospital, 

Managiri, India was used to recognize early-stage chronic kidney disease (CKD) [20]. The missing attribute 

values were supplemented by data taken from a survey of a 50-year-old woman admitted to the Maisonneure 

Rosemont hospital with complaints of uncontrolled blood pressure and sudden pain in the left side lasting 24 

hours, which occurred 6 weeks before admission. The test results of 400 patients were analyzed. Patient 

health attributes contain 24 parameters, database size is 400 x 24.  
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The Eidos system forms 10 models, the principles of which are set out in numerous monographs by 

Professor Lutsenko, including those in English [21-23]. Books can be downloaded from the Internet for free. 

The system generates and determines the reliability of ten models. The user selects the most reliable model 

for the study. In addition, the system checks the reliability of recognition of samples of instances. Instances 

with low recognition reliability should be changed or excluded from the training set. Professor Lutsenko 

recommends that the reliability of recognition of sample instances be at least 70%. The variability of the 

similarity of belonging of sample specimens to the classification scale of the CKD class was determined in 

the range from 67.88 to 100. The variability of the similarity of the belonging of specimens of the sample to 

the classification scale of the not-CKD class was determined in the range from 91 to 100. The strengths and 

directions of the influence of factors on the detection or non-detection of CKD were determined, which 

allows, during the performance of laboratory tests, to more carefully determine the results of analyzes of 

those samples that significantly affect the diagnosis [24]. The high manufacturability and the possibility of 

diagnosing CKD by ASC analysis of the modified database of the UCI repository in the Eidos system were 

demonstrated. The application of the new research methodology in practice will reduce the time and improve 

the reliability of the results of diagnosing patients' diseases. 

 

3.2. Outcomes of Lung Cancer Diagnostics using the Eidos System 

For the recognition of lung cancer, the UCI repository database was used, containing 15 symptoms 

of the disease for 309 patients. At first glance, the solution to this problem seems simple, since it requires 

mainly knowledge and skills to use the standard features of the Internet browser, Word and Excel. However, 

as experience shows, this is quite a certain complexity due to the large number of information transformation 

operations and an incomplete database [25]. The training sample contains not only numerical, but also 

linguistic variables. The boundary positive and negative values of signs for the recognition of lung cancer are 

shown in Table 1. The similarity variability of belonging of the samples to the classification scale of the 

Lung Cancel “YES” class was determined in the range from 43.99 to 100. The similarity variability of the 

belonging of the samples to the classification scale of the Lung Cancel “NO” class was determined in the 

range from 34.26 to 99.51.  

 

Table 1. Values of Signs For The Recognition of Lung Cancer 

No. Fields Attribute Name Lung Cancer NO Lung Cancer YES 

B Gender F M 

C Age 21-50 51-75 

D Smoking NO YES 

E Yellow fingers NO YES 

F Anxiety NO YES 

G Peer pressure NO YES 

H Chronic Disease NO YES 

I Fatigue NO YES 

J Allergy NO YES 

K Wheezing NO YES 

L Alcohol NO YES 

M Coughing NO YES 

N Shortness of Breath NO YES 

O Swallowing Difficulty NO YES 

P Chest pain NO YES 

 

However, if the Eidos system has detected lung cancer for patient, then we cannot assume that s/he 

really have it. The Eidos system only claims that such a disease is possible, and we can only be diagnosed 

correctly in a medical institution. 

Regular chest x-rays do not help most people live longer, and x-ray exposure itself is dangerous to 

health [26]. The proposed methodology and existing toolkit help people know their lung cancer risk at low 

cost. Participation in the procedure for diagnosing lung cancer of medical specialists is not required. All signs 

of the disease can be determined by the person herself/himself. On the computer of any enterprise with 

harmful working conditions, we can install the Eidos intellectual system with the necessary representative 

training sample. It will be operated by a user trained in simple skills of working in the Eidos system. In the 

examined people, tendencies to the manifestation of the disease can be revealed. Based on the results of 

forecasting, appropriate decisions can be made taking into account the high risk of the disease. For example, 

we can quit smoking or change jobs to eliminate the effects of smoke, dust and gas pollution. A 

representative training sample, fine-tuned by machine learning, can be transferred to medical institutions or 

to any firms with harmful working conditions that contribute to the occurrence of lung cancer. The use of 

innovative technology allows, without additional medical tests, to reduce the time of diagnosis of the disease, 
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significantly increase the efficiency and accuracy of identifying the risk of developing lung cancer at an early 

stage.  

 

3.3. Outcomes of Predicting the Risk of Diabetes at Early Stage 

The aim of the work is to determine the risk of developing diabetes mellitus using ASC analysis and 

its software tool - the Eidos intellectual system. Signs of diabetes in the early stages are: severe weight loss, 

thirst, frequent urination, dry mouth, irritability, fatigue [27]. To achieve this goal, a training sample was 

used containing 17 features of 337 patients [28]. The name of the features of the training sample and their 

significance obtained by the Eidos system are shown in Table 2. 

The levels of similarity of belonging of specimens to the classification scale of gradation Positive 

obtained in the range from 70,15 to 98,67. The levels of similarity of belonging of specimens to the 

classification scale of gradation Negative obtained in the range from 78.70 to 100. Timely due attention to 

the factors that determine the risk of developing diabetes mellitus eliminates negative consequences. 

The use of a new innovative technique will reduce the time of diagnosis and increase the reliability 

of disease detection. The Eidos intelligent system is a further development of e-health that does not require 

the use of expensive equipment. A user trained in simple skills of working in the Eidos system will be able to 

perform automated procedures for detecting diseases on a representative training sample [29]. 

 

Table 2. Name of Features and Their Significance 

No. Feature name Feature gradations Significance of grades features 

1 Age (25-45); (45-65); (65-85) 24.28; 12.24; 12.04 
2 Gender Female; Male 69.83; 69.83 

3 Polyuria (1.9-2.9); (2.9-3.97); (3.97-5) 115.5; 28.25; 87.24 

4 Sudden weight loss No; Yes 113.25; 113.25 
5 Weakness No; Yes 65.89; 65.89 

6 Polyphagia No; Yes 112.42; 112.42 

7 Genital thrush No; Yes 104.7; 104.7 

8 Visual blurring No; Yes 114.08; 114.08 

9 Irritability No; Yes 83.45; 83.45 

10 Delayed healing No; Yes 111.32; 111.34 
11 Partial paresis No; Yes 114.66; 114.66 

12 Muscle stiffness No; Yes 86.54; 86.54 

13 Alopecia No; Yes 65.25; 64.25 
14 Obesity No; Yes 8.77; 8.77 

15 Sugar in blood (85-178); (178-271); (271-357) 115.49; 14.95; 101.37 

16 Polydipsia No; Yes 114.66; 114.66 
17 Itching No; Yes 113.83; 113.83 

 

Early prediction of diabetes plays a vital role in choosing the appropriate treatment procedure for a 

patient to avoid severe consequences. Thus, by setting a factor for improving the patient's condition, it is 

possible to improve his condition at minimal cost. If practical changes are made without mathematical 

research, then large expenditures of monetary and other resources will be required. In addition, the duration 

of the experiments will be long and the results unpredictable. With computer simulations, there will be only 

minor costs for the salary of the researcher and the payment of electricity. The positive effect of using 

automated system-cognitive analysis to predict the condition of patients is obvious. The use of a new 

innovative methodology will reduce the time of diagnosis and increase the reliability of disease detection. 

 

3.4. Outcomes of Stroke risk prediction 

The stroke risk database is from the Kaggle repository, but has been greatly improved [30]. Records 

reflecting disease manifestation factors in persons under 18 years of age were excluded. Entries that did not 

contain information on smoking status were also excluded, and information on body mass index was added, 

because. For those who want to determine the risk of stroke, almost all factors are known, except for blood 

glucose levels. Although this indicator is not difficult to determine, because there are even portable devices 

for obtaining blood test results [31]. Thus, the number of patients in the study was reduced to 1000. The 

following factors were included in the dataset:  

1. Gender: male, female; 

2. Patient's age; 

3. Hypertension: 0 if the patient does not have hypertension, 1 if the patient has hypertension; 

4. Heart disease: 0 if the patient does not have heart disease, 1 if the patient has heart disease; 

5. Marital status: married/unmarried: yes or no; 

6. Type of work: government work, never worked, private, entrepreneur;  

7. Place of residence: rural or urban; 
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8. Average blood glucose level, mg/dl; 

9. Body mass index; 

10. Smoking status: previously smoked, never smoked, smokes. 

 

The similarity level of belonging of specimens to the classification scale of gradation “Yes” 

obtained in the range from 70,46 to 100. The similarity level of belonging of specimens to the classification 

scale of gradation “No” obtained in the range from 70,16 to 86,12. To have a low risk of stroke, patient must 

be free of heart disease, hypertension, live in a rural area, self-employed, never smoke, have low blood 

glucose, and have a normal body mass index. In addition, s/he must be single and middle aged. The risk of 

stroke will be high if the person has heart disease or hypertension, s/he needs to live in the city, has high 

blood glucose levels, has a body mass index above the norm, be in the public service or s/he smokes, being 

old and married. 

Early prediction of stroke plays a vital role in choosing the appropriate treatment for the patient and 

avoiding severe consequences. With computer simulation, the costs will be minimal, these are the salary of 

the researcher and payment for electricity [32, 33]. The positive effect of using automated system-cognitive 

analysis to predict the condition of patients is obvious. The use of a new innovative technique reduces the 

time of diagnosis and increases the reliability of the detection of the disease. 

Outcomes of Liver Disease Recognition  

The UCI repository database was used to recognize liver disease for 583 patients. The database was 

collected in the northeast of Andhra Pradesh, India [34]. This dataset contains symptoms for 441 men and 

142 women. 10 variables are contained as symptoms including age, gender, total Bilirubin, direct Bilirubin, 

total proteins, albumin, A/G ratio, SGPT, SGOT and Alkphos. While verification of models INF1-INF7, the 

model INF4 was determined, this has the highest reliability of identification and non-identification of objects. 

The similarity variability of belonging to the sample specimens of classification “No” is determined 

in the range from 34.51 to 98.19. The similarity variability of belonging to the sample specimens “Yes” is 

determined in the range from 34.72 to 87.62. The results of the study can be used by employees of medical 

institutions due to the fact that the Eidos intellectual system, which is a tool for ASC analysis, is available on 

the Internet for free [35]. The introduction of a new methodology will increase the reliability of liver disease 

recognition and improve people's health. 

 

3.5. Outcomes of Diagnosing Breast Cancer 

Researchers at New York University Abu Dhabi have developed a new artificial intelligence system 

based on a convolution neural network that provides radiologist-level accuracy in detecting breast cancer on 

ultrasound images [36 - 38]. Breast ultrasound has a number of advantages over other imaging modalities, 

including relatively lower cost, the absence of ionizing radiation, and the ability to evaluate images in real 

time. However, training a convolution neural network requires a large number of images and special 

software, so this intelligent system has not yet found wide application in clinics in other countries.  

To perform automated system-cognitive analysis, a dataset was created by well-known researchers 

in the field of general surgery and computer science from the University of Wisconsin-Madison under the 

direction of Dr. William H. Volberg with the participation of professors W. Nick Street and Olvi L. 

Mangasarian [39, 40]. A total of 30 features are included in the set: radius_mean, texture_mean, 

perimeter_mean, area_mean, smoothness_mean, compactness_mean, concavity_mean, concave points_mean, 

symmetry_mean, fractal_dimension_mean, radius_se, texture_se, perimeter_se, area_se, smoothness_se, 

compactness_se, concavity_se, concave points_se, symmetry_se, fractal_dimension_se, radius_worst, 

texture_worst, perimeter_worst, area_worst, smoothness_worst, compactness_worst, concavity_worst, 

concave points_worst, symmetry_worst, fractal_dimension_worst [41, 42].  

The variability of sample instances for the gradation of the class DIAGNOSIS-B is shown in 

Figure 4. The levels of similarity of belonging of specimens to the classification scale of gradation no 

obtained in the range from 30,63 to 100. The variability of sample instances for the gradation of the class 

DIAGNOSIS-М is shown in Figure 5.  

The similarity level of belonging to specimens to the classification scale of gradation “Yes” obtained 

in the range from 29,95 to 83,06. The distribution of the number of objects of this class DIAGNOSTICS-В 

according to the degree of similarity of their recognition is shown in the Figure 6. The distribution of the 

number of objects of class DIAGNOSTICS-М according to the degree of similarity of their recognition is 

shown in the Figure 7. 
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Figure 4. The Variability of Sample Instances for The Gradation B 

 

 

Figure 5. The Variability of Sample Instances for The Gradation М 

 

 

Figure 6. Distribution of Objects of Class 

DIAGNOSTICS-B According to The Degree of 

Similarity of Their Recognition 

 

Figure 7. Distribution of Objects of Class 

DIAGNOSTICS-М According to The Degree of 

Similarity of Their Recognition 

 

According to the results of the study, presented in the histograms shown in Figures 6 and 7, the 

average values of recognition similarity were calculated including benign tumors equal to 74,59 and 

malignant tumors equal to 56,995. In the Eidos system, it is possible to assess the strength of the influence of 

descriptive scales (factors). Factors that have a low value of the power of influence can be excluded from the 

study. In the training sample for the classification of breast tumors, the texture_se parameter was first 

excluded, and then the area-se parameter, but this practically did not affect the similarity of object 

recognition to the given classes. These changes significantly reduce the complexity of obtaining test results 

for new patients. The results of the study can be used in breast cancer screening centers because the Eidos 

system is available free of charge on the Internet and the user interface language is changed to another most 

common language in the world. The use of new technology for diagnosing breast cancer at an earlier stage 

will allow women to maintain their health and reduce treatment costs. 

 

4.  CONCLUSION  

To use the Eidos system for disease recognition, it is necessary to add the patient's characteristics to 

a new line of the training sample and perform a typical research procedure in the Eidos system. This can be 
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done by a non-medical specialist. It is enough to be a simple computer user and have basic skills in working 

in the Eidos system. This circumstance, of course, reduces the cost of research. Early diagnosis of diseases is 

very important, as it helps to prevent the need for complex operations and expensive drugs. It is important to 

note that intelligent systems do not replace the experience of doctors. However, the powerful complementary 

role that these systems play as a decision support tool confirms that they must and will be increasingly 

implemented in clinical practice. The main obstacle that must be overcome when using the Eidos system in 

medical research is the development of representative training databases that adequately reveal the features of 

the simulated objects. 

The Eidos system has 55 modes of operation, the features of which cannot be described in a short 

article. More detailed information about working methods in the Eidos system is presented in a series of open 

lectures, which are posted on the website https://www.patreon.com/user?u=87599532. The Eidos system, like 

any intellectual system, can be used by any user if he has well-functioning databases, the creation of which is 

a rather laborious and lengthy process. We have developed representative training databases for detection of 

stroke, diabetes, early kidney disease, liver disease, lung cancer, breast cancer, detection of human organ 

tumors, and risk of liver implant failure. Retrospective databases on the detection of human diseases will be 

distributed free of charge to readers of the journal upon request. Health professionals can save a lot of time 

when developing training databases. 

Patients' diseases were diagnosed by experienced doctors and scientists, including P. 

Soundarapandian, Dr. William H. Volberg, professors W. Nick Street and Olvi L. Mangasarian, S. 

Hammerschmidt et al. But they made manual diagnoses of diseases based on the results of tests and 

interviews with patients based on their knowledge and experience. The reliability of the diagnoses 

established by doctors and specialists was confirmed using ASC analysis performed using the Eidos system. 

But with the help of the intelligent system Eidos, the diagnosis of diseases was carried out in an automated 

way, which reduces the complexity of diagnosing people's diseases. 

 

5.  FUTURE DIRECTION 

 Eidos system is multi-task AI-based system that is able to diagnose different illnesses where authors 

have given examples in this paper. Interested researchers are incourage to use Eidos system for diagnosing 

more deseases and give more evidence from different environments. In addition, research results are 

applicable and easy to replicate in more hospitals and research centers. However, the process of conducting 

diagnoses is explained in this paper, but it is also possible to gain more benefits explaining the different 

applications with more reseaerchers and practitioners.  
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