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 Many factors cause drop out in students. This study classified active 

students and drop out students using 1092 student data consisting of 

557 active student data and 535 drop out student data. The independent 

variables used are Semester, Semester Credit Units (SKS), Semester 

Grade Point Average (IPS), Grade Point Average (IPK), admission 

pathways and Single Tuition Fee (UKT). Classification is carried out 

using the Ensemble Voting method where the method will combine the 

Decision Tree C4.5, KNN and Backpropagation methods as a single 

method. In addition to knowing the classification of active students and 

drop out students, this study aims to prove whether the Ensemble 

Voting method is able to get better results than the single method. This 

classification using a comparison of training and testing data of 90:10 

to build model. Classification results from a single method will be 

included in the Ensemble Voting method. The Decision Tree C4.5 

method gets 95.45% accuracy, 98.03% precision and 92.59% recall. 

KNN gets 96.36% accuracy, 100% precision and 92.59% recall. 

Backpropagation gets 90.90% accuracy, 95.83% precision and 95.18% 

recall. Meanwhile, the Ensemble Voting rule used is Ensemble Soft 

Voting with a weight of (2,1,1). Ensemble Voting with Ensemble Soft 

Voting rules is able to improve the accuracy, precision and recall 

values with 98.18% accuracy, 100% precision and 96.29% recall. 
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1. INTRODUCTION 

Drop out student data is one of indicators that lowes the higher education accreditation [1]–[5]. 

Students who experience dropping out will cause losses both for themselves and for the college.  In 2019, 

students dropped out in Indonesia by 7% where there were 602,208 students in Indonesia who dropped out. 

This percentage is smaller than the percentage in 2018 with 8%. Many factors influence drop out students so 

that it attracts many researchers to carry out factor analysis and classify drop out students using various 

methods. One of them was carried out at Pembangunan Panca Budi University with an accuracy value of 

59.58%. Utilizing the multilayer perceptron and radial basis function, Alban and Mauricio attained accuracy 

values of 96.3% and 96.8% respectively [6] . 

Many factors cause student drop out and each university has different regulations regarding the 

provisions for student drop out [7]–[11]. Of the many studies on the classification of drop out students, there 

are several studies using the Ensemble Learning method. Ensemble Learning collects classification results from 

several models that will be put together in one place in the hope of getting better results. Ensemble learning of 

multiple machine learning is expected to have better general performance than a single machine learning, 

especially under varying conditions or over a long period of time. There are many methods used in Ensemble 
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Learning including Bagging, Voting, Adaboost and Stacking. By using Ensemble Learning, it is hoped that the 

shortcomings of a single machine learning method can be overcome. The following is a description of the 

compensation for the bias (error) and variance of a single method during data training and testing. 

 

 

Figure 1. The relationship between model complexity and error values [12] 

 

The figure above shows that during the training process the complexity value of a single model will 

be higher but the prediction error value will be smaller. During the testing phase, it was expected that the error 

value would decrease. However, contrary to expectations, the error value actually increased. [12]. This is the 

reason why various classification methods yield different outcomes, even when applied to the same dataset. 

These methods employ different learning techniques and possess their own strengths and weaknesses.  

Ensemble Learning on the Decision Tree and Forest Tree methods has been used to predict dropout 

students. The results show that Ensemble Learning has a marginal increase in classification performance with 

the best accuracy value being 69.22% with a passing precision of 56.8%, a dropping out precision of 77.44%, 

a passing recall of 62.49% and a dropping out recall of 73.04% [13]. In addition, Ensemble Learning on the 

Naive Bayes method, SVM and Logistic Regression has also been used for grouping dropout students showing 

that Ensemble can improve predictive performance significantly with 94.24% accuracy, 95.62% precision, 

93.12% recall, 94.1% f-measure and 0.91% AUC [14]. Individual models may have high bias (underfitting) or 

high variance (overfitting), but by aggregating their predictions, ensemble methods can achieve a better balance 

between the two. By averaging or voting over multiple models, ensemble methods can smooth out individual 

model's errors and improve generalization to unseen data.  

The Decision Tree C4.5 algorithm demonstrates its capability to handle missing data, process both 

discrete and numeric data types, and generate easily interpretable rules. Meanwhile, K-nearest neighbor (KNN) 

excels in generalization, even with relatively small training datasets, due to its ease of implementation and 

capability to handle diverse types of data. [15]. On the other hand, backpropagation is quite reliable in solving 

problems as it train neural networks by iteratively adjusting the weights based on error gradients, enabling 

effective learning of complex patterns in the data [16], [17].  

Taking into account the advantages of Decision Tree C4.5, KNN, and Backpropagation, this study 

attempts to combine them using Ensemble Voting. Setti and team implemented Ensemble Hard Voting on 

Multiclassifier Ensemble Learning with KNN, Naive Bayes, and Random Forest methods and got an accuracy 

value of 99.68%. Kajornrit and team apply Ensemble Voting on the Linear Regression, Backpropagation, SVM 

and KNN and get the results that Ensemble Voting can increase the accuracy value with an average MAE of 

0.115% and RMSE of 0.175%. This research aims to demonstrate whether the Ensemble Voting method can 

improve the accuracy level of Decision Tree C4.5, KNN, and Backpropagation. We will compare the 

classification results of the Decision Tree C4.5, KNN, Backpropagation, and Ensemble Voting methods in 

classifying students who are at risk of drop out. 

 

2. RESEARCH METHOD 

2.1  Literature Review 

2.1.1. Normalization   

This study uses several variables including semester, the number of credits, IPK, IPS, student 

admission pathways and nominal of UKT. These data have different ranges between variables [18]. 

Researchers use the min-max normalization technique to change the data range. Data with different ranges will 

be converted into the range 0 to 1 using the min-max normalization formula as follows: 
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𝑵𝒐𝒓𝒎(𝒙) =
𝒙 − 𝒎𝒊𝒏

𝒎𝒂𝒙 − 𝒎𝒊𝒏
          (1) 

 

Which: 

x  : data to be normalized 

min  : minimum value of each attribute 

max  : maximum value of each attribute 

 

2.1.2. Decision Tree C4.5 

Decision Tree C4.5 is a classification model that uses a tree structure [19]. The output of this model 

is a decision and leaf nodes that contains rules. The decision tree construction process start with the selection 

of the root attribute. To determine the optimal attribute, we calculate the Gain Ratio measure, which takes into 

account both the information gain and the split information. The information gain quantifies the reduction in 

uncertainty provided by an attribute, while the split information measures the amount of information required 

to encode the split resulting from that attribute.  

 

                                        𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  − ∑ 𝑝𝑖 ∗ 𝑙𝑜𝑔2 𝑝𝑖
𝑛
𝑖=1                                                        (2) 

 

                               𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑ |
𝑆𝑖

𝑆
|𝑛

𝑖=1 *𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)                                         (3) 

 

   Split Info(𝑆, 𝐴) = − ∑ |
𝑆𝑖

𝑆
|𝑛

𝑖=1 ∗ 𝑙𝑜𝑔2 (|
𝑆𝑖

𝑆
|)                                                   (4) 

 

                                          Gain Ratio(𝑆, 𝐴) =
𝐺𝑎𝑖𝑛(𝑆,𝐴)

𝑆𝑝𝑙𝑖𝑡 𝐼𝑛𝑓𝑜(𝑆,𝐴)
                       (5) 

Which: 

S  : set of training data 

A  : attribute training data 

i  : index on S (i = 1,2,3,...,n)  

Si  : denotes the ith subset in sample S.  

n  : the number of S partitions 

pi  :  Proportion of Si to S 

 

  Having identified the root attribute, we proceeded to split the dataset based on its unique values, 

generating child nodes corresponding to each branch. This splitting process continued recursively for each 

child node until terminating conditions were met. These conditions include the homogeneity of labels within a 

subset or the absence of remaining attributes to further partition the data. 

  Throughout the decision tree construction, various heuristics and pruning techniques were employed 

to enhance the generalization capabilities of the model. These measures aimed to prevent overfitting and 

improve the tree's ability to accurately classify unseen instances. 

 

2.1.3. K-Nearest Neighbor (KNN) 

  KNN is a simple classification method using the basic principle of calculating the shortest distance 

[20]. KNN gives equal weight to each attribute. In KNN, we will find the distance between the two nearest k 

neighbors using the Euclidean formula. The accuracy of the KNN method is greatly influenced by the selection 

of the number of K. The formula for calculating the Euclidean distance is as follows [21]. 

 

𝐷𝑖𝑠𝑡(𝑥𝑖 , 𝑦𝑖) = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1               (6) 

 

Which: 

Dist(𝑥𝑖 , 𝑦𝑖) : distance between objects (Euclidean Distancing) i-th  

𝑥𝑖  : data sample 

𝑦𝑖  : test data 

𝑖  : index on data (i = 1, 2, 3, ..., n)  

𝑛  : amount of data  

 

2.1.4. Backpropagation  

  In the first phase of Backpropagation, the network's weights and biases are randomly initialized, 

serving as initial values for the learning process. The forward pass is then executed, where input samples are 
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fed into the network, and the activations of neurons in each layer are computed using the sigmoid activation 

function as equation 7. 

 

      𝑓(𝑥) =
1

1+𝑒−𝑥                  (7) 

 

  Subsequently, the loss is calculated by comparing the predicted output with the actual output. 

Following the forward pass, error gradients are calculated for each weight and bias in the network, signifying 

their contribution to the overall error. The weights and biases of the network are updated to minimize the error 

by multiplying the gradients with a learning rate and subtracting the result from the current values.  

  This iterative process of forward pass, loss calculation, backpropagation, and weight update is 

repeated for each input sample in the training dataset. Multiple epochs are typically performed to refine the 

network's weights and enhance its performance on the training data. The convergence of training relies on 

stopping criteria, such as reaching a maximum number of epochs or achieving a desired performance level. 

This process showcases the iterative and incremental nature of learning in these sophisticated models. 

 

2.1.5. Ensemble Voting 

Ensemble Voting is one type of Ensemble Learning, a method that works by combining several 

machine learnings in the hope of getting more accurate results. Ensemble Voting that used in this research is 

included in the model mixing ensemble where this method will combine and train several models with different 

hyperparameter settings. Figure 2 shows a general description of how Ensemble Voting works. 

 

 
Figure 2. Ensemble Voting [22] 

 

The image above shows the stages of the calculation process of the Ensemble Voting method. The 

data ready for calculation will be inputted into the model n times. In each of those models, it will produce 𝑦′𝑛. 

The results from those models will be inputted into the Ensemble Voting model. Optimization is performed on 

Ensemble Voting to obtain the result 𝑦′. In this study, we tried to use Ensemble Hard Voting and Ensemble 

Soft Voting [23]. 

a. Ensemble Hard Voting 

The label on the dependent variable is obtained from the mode value in each classifier ℎ𝑗. 

 

�̂� = mode{ℎ1(𝑥), ℎℎ(𝑥), … , ℎ𝑛(𝑥)}            (8) 

 

b. Ensemble Soft Voting 

The label on the dependent variable is obtained based on the predicted probability 𝑝 for the classifier 

using the following equation 9. 
 

�̂� = 𝑎𝑟𝑔 𝑚𝑎𝑥 𝑖 ∑ 𝑤𝑗𝑝𝑖𝑗
𝑚
𝑗=1                      (9) 

 

where 𝑤𝑗 is the weight that can be assigned to the j-th classifier 
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2.1.6 Confusion Matrix 

  A confusion matrix is a table that is used to evaluate the performance of a classification model. It 

provides a summary of the predictions made by the model against the actual ground truth values. There are 4 

sections in the confusion matrix table which contain true positive (TP), false positive (FP), true negative (TN), 

and false negative (FN) values [24]. The formula for model evaluation that taken from confusion matrix is 

explained as follows [25]. 

 

             𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100%               (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100%             (11) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100%             (12) 

 

  Accuracy measures the overall correctness of the model's predictions. Precision, on the other hand, 

evaluates the model's ability to avoid false positive errors. Recall, also known as sensitivity or true positive 

rate, assesses the model's ability to detect positive instances correctly. 

 

2.2  Methodology   

2.2.1. Stages of Research Methods 

  We used data on student status as the dependent variable (Y) and semester, number of credits, IPK, 

IPS, student admission pathways and nominal of UKT as independent variables (X). Figure 3 shows the stages 

of the research method. 

 

 

Figure 3. Stages of Research Methods 
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The first stage in this research is to input student data from the student database. The data will be 

selected, and complete and suitable data will be extracted for use in the research. A total of 1092 student data 

were obtained from several study programs in each faculty. Data normalization is performed because there are 

variables that have a wide range. Normalization is carried out with the expectation of obtaining good results. 

The data that has undergone pre-processing will be inputted into each individual method to obtain an optimal 

model. The results from each individual method that have been optimized will be combined into one method 

called Ensemble Voting. In Ensemble Voting, optimization will be conducted using rule and weight 

experimentation. When the best rule and weight have been found, classification will be performed using 

Ensemble Voting. The classification results from the Ensemble Voting method will be evaluated using 

accuracy, precision, and recall values. After obtaining accuracy, precision, and recall values, it will be possible 

to determine whether the results of the model are good or not. 

 

3. RESULTS AND ANALYSIS 

3.1.  Research data 

Classification was carried out using 1092 student data from all faculties at UIN Sunan Ampel 

Surabaya [26]. Researchers took student data from several study programs in the faculty. Table 1 shows the 

research data used. 

 

Table 1. Research Data 

No Status Semester SKS IPK IPS UKT 
Admission 
Pathways 

1 Active 3 40 3.62 0.00 2405000 Report Card 

2 Active 3 47 3.77 3.77 2405000 Test 

3 Active 3 40 3.35 3.35 3605000 Report Card 
4 Active 3 40 3.57 0.00 3605000 Report Card 

5 Active 4 91 3.56 3.63 3605000 Report Card 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
1088 Drop Out 4 21 1.65 0.00 1325000 Test 
1089 Drop Out 4 22 1.65 0.00 2935000 Test 

1090 Drop Out 2 0 0.15 0.00 2215000 Report Card 

1091 Drop Out 2 0 0.00 0.00 2215000 Report Card 
1092 Drop Out 2 0 0.00 0.00 4030000 Report Card 

 

The table above shows the data of 1092 student data with 557 active student data and 535 drop out 

student data. Table 2 shows the research data distribution.  

 

Table 2. Distribution of research data 

Data Status Semester SKS IPK IPS UKT 
Admission 
Pathways 

Minimum 0 2 0 0 0 150000 0 

Mean 0.489 3.753 52.141 2.762 1.713 3004805 2.362 
Maximum 1 4 96 3.9 3.9 9260000 4 

 

The highest value and lowest value of each of these attributes will be used as a reference in 

normalizing data in the form 0 to 1. By using the formula in Equation (1), normalized data results displayed in 

the Table 3. The normalized dataset will be divided into training and testing data.  

 

Table 3. Normalization of research data 

No Status Semester SKS IPK IPS UKT 
Admission 

Pathways 

1 0.0 0.5 0.416667 0.928205 0.000000 0.247530 0.75 
2 0.0 0.5 0.489583 0.966667 0.966667 0.247530 1.00 

3 0.0 0.5 0.416667 0.858974 0.858974 0.379254 0.75 

4 0.0 0.5 0.416667 0.915385 0.000000 0.379254 0.75 
5 0.0 1.0 0.947917 0.912821 0.930769 0.379254 0.75 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
1088 1.0 1.0 0.218750 0.423077 0.000000 0.128979 1.00 

1089 1.0 1.0 0.229167 0.423077 0.000000 0.305708 1.00 

1090 1.0 0.0 0.000000 0.038462 0.000000 0.226674 0.75 
1091 1.0 0.0 0.000000 0.000000 0.000000 0.226674 0.75 

1092 1.0 0.0 0.000000 0.000000 0.000000 0.425906 0.75 
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3.2.  Results of the Single Methods Optimization 

Both the three single methods and the ensemble method used a 90:10 data ratio with the aim of 

building an optimal model. Before entering the Ensemble Learning method, optimization is carried out for each 

single method. In Decision Tree C4.5, parameter testing was not carried out. In KNN and Backpropagation, 

tests were carried out on the value of k and the number of hidden nodes of two layers. Table 4 shows the 

optimization result on a single method: 

 

Table 4. Single method optimization 

Method Accuracy Precision Recall 

Decision Tree C4.5 95.45% 98.03% 92.59% 

KNN 

k=3 95.45% 98.03% 92.59% 
K=5 95.45% 96.22% 94.44% 

K=7 96.36% 100% 92.59% 

K=9 96.36% 100% 92.59% 

Backpropagation 

Hidden Nodes (10,10) 50.90% 0% 0% 

⋮ ⋮ ⋮ ⋮ 
Hidden Nodes (200,10) 90.90% 95.83% 95.18% 

⋮ ⋮ ⋮ ⋮ 
Hidden Nodes (500,500) 50.90% 0% 0% 

 

The table above shows the accuracy, precision and recall values of each single method. In Decision 

Tree C4.5 we did not conduct parameter tests and obtained an accuracy value of 95.45%. In the KNN method, 

researchers tested the K value and obtained the best accuracy value of 96.36% using a K of 7. In the 

Backpropagation method, the best Hidden Nodes parameter is obtained with a value of (200.10) with an 

accuracy value of 90.90%. Of the 3 single methods above, the best accuracy value is obtained from the KNN 

method using the parameter k = 7 with the resulting accuracy value of 96.36%. Each model from a single 

method will be combined into the Ensemble Voting method in the hope of getting a better accuracy value. 

 

3.3.  Results of the Ensemble Voting method 

In this ensemble voting method, we tested the types of ensemble voting rules, which consisted of 

Ensemble Hard Voting and Ensemble Soft Voting. We also conducted trials on the weight values used. The 

weight values to be tested are (1,1,1), (2,1,1), (1,2,1) and (1,1,2). The following is a table of test results for 

rules and weights for ensemble voting: 

 

Tabel 5. Trial of Ensemble Voting Rules and Weight Parameters 

Rule Weight Accuracy Precision Recall 

Ensemble Hard Voting - 96.36% 100% 92.59% 

Ensemble Soft Voting 

(1,1,1) 97.27% 98.11% 96.29% 

(2,1,1) 98.18% 100% 96.29% 

(1,2,1) 97.27% 98.11% 96.29% 

(1,1,2) 95.45% 98.03% 92.59% 

 

From the test table for the rules and weight parameters above, the best accuracy value is the Ensemble 

Soft Voting rule using the weight parameters (2,1,1) with accuracy value of 98.18%. After getting the best 

weight rules and parameters, the accuracy values obtained will be compared with the single methods that have 

been optimized previously. 

 

3.4.  Evaluation of the Single Methods and the Ensemble Voting 

Table 6 shows the accuracy, precision and recall results of the three single methods and the Ensemble 

method. 

 

Tabel 6. Evaluation of Decision Tree C4.5, KNN, Backpropagation and Ensemble Voting 

Metode Accuracy Precision Recall 

Decision Tree C4.5 95.45% 98.03% 92.59% 
KNN 96.36% 100% 92.59% 

Backpropagation 90.90% 95.83% 85.18% 

Ensemble Soft Voting 98.18% 100% 96.29% 

 

From the table above, it can be proven that ensemble voting is able to improve not only the accuracy 

value of each single method but also improve the precision value and recall value. Before classifying the 1092 

data, we conducted a comparative trial of training and testing data. We conducted a data comparison trial with 

trials of 50:50, 60:40, 70:30, 80:20 and 90:10: 
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Tabel 7. Accuracy Value in Data Comparison Trial 

Method 
Comparison of Training Data: Test Data 

50:50 60:40 70:30 80:20 90:10 

Decision Tree C4.5 95.42% 96.56% 96.95% 97.26% 95.45% 
KNN 95.05% 94.96% 94.81% 94.52% 96.36% 

Backpropagation 86.81% 89.70% 86.89% 88.12% 90.90% 

Ensemble Soft Voting 96.15% 96.79% 97.25% 97.26% 98.18% 

 

From the above Table 7, the researchers used a 90:10 data ratio comparison because it had the highest 

accuracy of 98.18%. With these results, it is evident that the Ensemble Voting method can improve the accuracy 

level compared to the Decision Tree C4.5, KNN, and Backpropagation methods. As done by Assiri in 2020, a 

classification of Breast Tumor Using an Ensemble Machine Learning Method was performed by combining 

Logistic Regression, SVM with Backpropagation using Ensemble Hard Voting, showing an accuracy of 

99.42%, precision of 99.40%, and recall of 99.40% [22]. 

 

4. CONCLUSION 

Classification was carried out using 1092 student data with 557 active student data and 535 dropped 

out student data. By using 6 independent variables (X), namely student semester data, number of credits taken, 

IPK, IPS, student adminission pathways and UKT nominal, we combines 3 machine learning algorithms in one 

method, namely Ensemble Voting. We conducted several trials including a comparison trial of training and 

testing data, a trial of K values on the KNN method, a trial of hidden nodes values on the Backpropagation 

method and a trial of weight values on the Ensemble Voting method. After optimizing each single method, we 

combined the 3 methods into an Ensemble Voting which was divided into 2 rules, namely Ensemble Hard 

Voting and Ensemble Soft Voting. Single method Decision Tree C4.5 gets 95.45% accuracy, 98.03% precision 

and 92.59% recall. With a K parameter of 7 the KNN method gets 96.36% accuracy, 100% precision and 

92.59% recall. By using the hidden layer (200.10) the Backpropagation method gets 90.90% accuracy, 95.83% 

precision and 95.18% recall. Trials were also carried out on comparisons of training and testing data, we used 

a comparison of training and testing data of 90:10 because of its highest accuracy. In the Ensemble Voting, 

rule that has the best accuracy results is Ensemble Soft Voting with a weight (2,1,1). Ensemble Voting is able 

to improve the accuracy, precision and recall of each single method. Ensemble Soft Voting obtains 98.18% 

accuracy, 100% precision and 96.29% recall. Suggestions for further research include conducting 

experimentation with a wider range of weight values in Ensemble Soft Voting, such as (0.1, 0.2, 0.8), (0.7, 0.3, 

0.4), (0.9, 0.7, 0.5), and many others. In the next research, additional data can be included as independent 

variables, such as exploring other factors like parental occupation, parental income, the status of whether the 

student receives a scholarship or not, and other factors that may contribute to student dropouts. 
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