
Indonesian Journal of Artificial Intelligence and Data Mining (IJAIDM) 

Vol 6, No.1, March 2023, pp. 29 – 39 

p-ISSN: 2614-3372 | e-ISSN: 2614-6150      29 

  

Journal homepage: http://ejournal.uin-suska.ac.id/index.php/IJAIDM/index 

Performance Comparison of Data Mining Classification 

Algorithms on Student Academic Achievement Prediction 
 

1Munarsih, 2Besse Arnawisuda Ningsi 
1,2Mathematics Study Program, Faculty of Mathematics and Natural Science, Universitas Pamulang 

Email: 1acihacilbgt1305@gmail.com, 2dosen00205@unpam.ac.id 

 

Article Info  ABSTRACT 

Article history: 

Received Jan 15th, 2023 

Revised Jan 24th, 2023 

Accepted Feb 24th, 2023 

 

 Academic achievement is one of the benchmarks of student success in 

carrying out the learning process. Grade Point Average (GPA) is a 

reference for universities in determining student academic 

achievement. For universities, academic achievement can be an 

indicator of determining the success of the learning system and can 

improve the image of the university. This study aims to determine the 

prediction of academic achievement results of Pamulang University 

students with Naive Bayes, C4.5 and KNN, and to determine the 

comparison results of Naive Bayes, C4.5 and KNN algorithms in 

predicting the academic achievement of Pamulang University 

students. The algorithms compared in this study are Naive Bayes, C4.5 

and K-Nearest Neighbor (KNN) algorithms, using the factors of 

gender, age, faculty, regional origin, work status, organisation 

participation, type of school origin, distance of residence, and parents' 

profession as artibut. The results of this study show that the KNN 

algorithm is the algorithm with the greatest accuracy rate of 56.25%, 

followed by the Naive Bayes algorithm and the C4.5 algorithm with 

an accuracy rate of 50.00%. 
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1. INTRODUCTION 

Education is one of the foundations in building a nation, education has a very important role for the 

progress of a nation, with quality education, a nation can excel in global competition and can realize national 

welfare. Education is defined as a process with certain methods, so as to obtain knowledge, understanding, and 

ways of behaving according to needs [1]. Receiving education is the right of every citizen that must be fulfilled 

by the state itself, as stated in article 31 of the 1945 Constitution paragraph 1 which states that every citizen 

has the right to receive teaching, which is certainly in line with one of the state's goals stated in the 1945 

Constitution, namely educating a nation, not just being good at science but also being able to become a moral 

human being, so education in Indonesia has been regulated in such a way in the Law of the Republic of 

Indonesia number 20 of 2003 concerning the National Education System in order to achieve common goals 

and objectives. One of the articles listed in the Law regulates the levels of education in Indonesia, especially 

for formal education, which consists of basic education, secondary education and higher education in order to 

produce people who are experts or professionals in a field. 

In carrying out the learning process, learning evaluation is an important thing in measuring student 

academic achievement, it is considered important because the earlier you know the potential of students who 

may have obstacles or difficulties that will arise in the learning process, the faster the anticipation can be done 

for early prevention of students who have the potential for delays in the learning process. One indicator to 

measure academic achievement is the Grade Point Average (GPA). Factors that support student academic 

achievement are also important to know in order to benefit and achieve the goals of educational institutions. 

Student academic achievement is influenced by many factors such as personal, social, psychological, and 
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others. Aspects such as gender, location of residence, family are also very influential on student learning 

achievement. According to Slameto, learning is influenced by factors that can be classified into 2 (two) groups, 

namely internal factors (factors originating from within students) and external factors (factors originating from 

outside students) [2]. Internal factors include physical factors / physiological conditions, psychological factors 

and fatigue factors, while external factors include family factors, school factors and community factors. 

Academic achievement is an assessment of educational results in the form of changes in the fields of 

knowledge, understanding, application, analytical power, synthesis and evaluation, where the assessment 

results are given based on the results of tests, evaluations or exams from each course, these results are 

interpreted objectively and applied in the form of numbers and sentences according to what each student 

achieves in a certain period [3]. To find out the academic achievement of students is done by measurement 

which will be converted into a rating scale. Based on Pamulang University's academic guidelines, the 

cumulative grade point average which is the benchmark for student academic achievement is a combination of 

final grades from attendance, assignments, Mid Semester Examinations (UTS), and Final Semester 

Examinations (UAS). The complete grade at the end of the semester is expressed as A,B,C,D and E which are 

in Quality Numbers 4,3,2,1 and 0 respectively. Every student certainly has hopes that his academic 

performance has good results. However, there are still cases of students who have not met the GPA standard > 

3. In an effort to improve student academic achievement, it is necessary to pay attention to the factors that 

influence and what algorithm or method is most accurate in predicting student achievement. 

Data mining is the process of turning previously unknown, implicit, and thought of as meaningless 

data into information, knowledge, or patterns [4]. Finding hidden patterns in massive amounts of data through 

exploration and analysis is known as data mining. Researchers frequently utilize this idea to analyze data. 

Classification is one of the data mining ideas that is frequently applied as a first stage in decision-making. 

Classification in data mining is often used to find models that describe and distinguish classes that aim to 

estimate the class of objects whose class labels are unknown [5]. Some previous research that has been done 

related to data mining methods include, research conducted by Tias [6] on the classification of student 

graduation timeliness with the Naive Bayes method with determining variables namely gender, school type, 

region of origin, parental employment factors, study program factors, and index predicate factors (cumulative 

achievement) showing an accuracy rate of 69.33%. 

Research conducted by Widaningsih [7] on the comparison of data mining methods for predicting 

grades and graduation times for informatics engineering students with the C4.5, Naïve Bayes, KNN, and SVM 

algorithms shows that the Naïve Bayes algorithm has the best accuracy value of 76.79%. , then C4.5 with an 

accuracy value of 75.96%, SVM with an accuracy value of 74.04% and KNN with an accuracy value of 

68.05%. 

A similar study was also conducted by Wella [8] concerning a comparison of the KNN, C4.5, and 

Naive Bayes algorithms in classifying fish freshness using photo media, showing that the KNN algorithm has 

the highest accuracy value of 97.33% for carp, 89.02% for tilapia. and 87.72% for snapper. 

Based on the description above and referring to several previous studies, the algorithms that are 

applied mostly are decision tree and naive Bayes algorithms, so the researcher wants to test other classification 

algorithms whether their level of accuracy is better or not in the case of predicting student academic 

achievement. Researchers will compare several algorithms, namely the decision tree C4.5, naive Bayes and K-

NN to find out which algorithm is more accurate in predicting the academic achievement of Pamulang 

University students. These algorithms were chosen because of their own advantages, namely, the C4.5 

algorithm has advantages in terms of speed and simple classification so that it is easy for humans to interpret, 

the Naive Bayes algorithm can produce maximum accuracy with little training data. Meanwhile, the K-Nearest 

Neighbor algorithm was chosen because the method is robust against noise data. 

 

2. RESEARCH METHOD 

In this study, it proposes a comparison of data mining clacification methods for predicting academic 

achievement. as for the research methodology used in this research is described in Figure 1. 

 

2.1. Student Academic Achievement Data 

Before carrying out the classification process, the data that has been collected is described according 

to table 2.1. The independent variables in this study are called attributes, which consist of gender, age, region 

of origin, type of school of origin, parents' profession, employment status, and participation in organisations. 

As well as Grade Point Average (GPA) as the dependent variable or commonly known by the label (Class). 

The following is a description of the research variables in tabular form. 
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Figure 1. Research flow 

 

Table 1. Data characteristics 

No Variable Type Operational Explanation 

1 Attribute Gender(𝑋1) 
0 = Male 

1 = Female 

2 Attribute Age(𝑋2) 
0 = < 23 year 

1 = ≥  23year 

3 Attribute Place of Origin(𝑋3) 
0 = Greater Jakarta 
1 = Outside Jabodetabek 

4 Attribute Origin School Type(𝑋4) 
0 = Senior High School 

1 = Vocational School 

5 Attribute Parent Profession(𝑋5) 

0 = civil servants 

1 = Entrepreneur 

2 = Farmers 
3 = Teacher 

4 = Private Employees 

5 = Labour 
6 = others 

6 Attribute Job status(𝑋7) 
0 = Yes 

1 = No 

7 Attribute Job status(𝑋8) 
0 = Yes 

1 = No 

8 Label Grade Point Average (GPA) (Y) 
0 = < 3.00 
1 = 3.00 – 3.50 

2 = > 3.50 

 

2.2.   Validity Test  

Validation is a process for evaluating the prediction accuracy of a model, validation refers to getting 

predictions using existing models then comparing the results obtained with known results, in validation 

research used is Cross validation. 

Cross validation is a statistical method for evaluating and comparing learning algorithms by dividing 

the data into two segments: one is used to study or train models and the other is used to validate models [9] . 

In cross validation, there are two popular approaches to evaluate the performance of the algorithm, namely k-

fold cross validation and leave-one-out cross validation. When the amount of data is large, k-fold cross 

validation must be used to estimate data accuracy [10] . 

The work of k-fold cross-validation states that the first data is partitioned into k or segments of the 

same (or nearly the same) size [11] . Then a number of k-times validations are carried out with each validation 

using the k-th partition data as testing data and using the remaining partitions as training data, the next step is 
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to calculate the average accuracy of the k-times validation used as the final validation. In data mining and 

machine learning 10-fold cross-validation is the most commonly used [12] . The steps of the k fold cross 

validation are: 

1. The total data is divided into k parts. 

2. The 1st fold is when the 1st part becomes the test data and the rest becomes the training data. Then, 

calculate the accuracy or similarity or closeness of a measurement result to the actual number or data 

based on the portion of the data. The accuracy calculation uses the following equation. 

 

𝑎𝑘𝑢𝑟𝑎𝑠𝑖 =  
Σ 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖 𝑏𝑒𝑛𝑎𝑟 𝑘𝑙𝑎𝑠𝑖𝑓𝑖𝑘𝑎𝑠𝑖

Σ 𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖 
× 100 %      (1) 

 

3. The 2nd fold is when the 2nd part becomes test data and the rest becomes training data. then calculate 

the accuracy based on the portion of the data. 

4. And so on until it reaches the k-th fold. Calculate the average accuracy of the k accuracy above. The 

average accuracy becomes the final accuracy. 

 

2.3.   Data Mining Classification Algorithm 

According to Pramudiono, data mining is the automatic analysis of large or complex amounts of data 

with the aim of finding important patterns or trends that are usually not realized [13] . Data mining is a field of 

several scientific fields that brings together machine learning techniques, data pattern recognition, statistics, 

databases and visualization for handling the problem of retrieving information from large databases [14] . Data 

mining, often also called knowledge discovery in database (KDD), is an activity that includes collecting, using 

historical data to find regularities, patterns or relationships in large data sets. The output of this data mining 

can be used to improve decision making in the future. So the term pattern recognition is rarely used because it 

is part of data mining [15] . 

Classification is a process of training (learning) an objective function (target) which is used to map 

each set of attributes of an object to one of the class labels previously defined. This classification technique is 

suitable for describing data sets with the data type of a data set, namely binary or nominal. 

The classification method has several completion phases, starting from training and ending with the 

testing process so that an accurate decision is produced. The following is a picture of the flow of solving the 

classification method. 

 

 

  

 
 

Figure 2. Classification method solution flow 

 

Some of the classification techniques used in this research include: 

1. Naive Bayes Clasification 

2. C4.5 algorithm 

3. K-Nearest Neighbour Algorithm 

 

The Naive Bayes algorithm is a classification algorithm based on the Bayesian theorem in statistics 

[4]. The Naive Bayes algorithm can be used to predict the probability of membership of a class [16] . Bayesian 

theory calculates the value of the posterior probability 𝑃(𝐻|𝑋)using the probability 𝑃(𝐻), 𝑃(𝑋), and𝑃(𝐻|𝑋) 

[17]. Naive Bayes Formula: 

 

𝑃(𝐻|𝑋) =
𝑃(𝐻|𝑋)𝑃(𝐻) 

𝑃(𝑋)
     (2) 

 

Description: 

𝑋 : sample data that has an unknown class (label)  

𝐻 : hypothesis that x is class (label) data 

𝑃(𝐻) : probability of the hypothesis H 

𝑃(𝑋) : probability of the observed sample data 

𝑃(𝐻|𝑋) : probability of the sample data X when assuming that the hypothesis is true. 

 

Training 

data 

 

Learning 

algoritm 
Model Test Data Accuracy 
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The C4.5 algorithm is in the form of a decision tree like other classification techniques. A decision 

tree is a structure that can be used to divide a large data set into smaller record sets by applying a set of decision 

rules. The C4.5 algorithm is one of the decision tree induction C4.5 algorithms, namely ID3 (Iterative 

Dichotomizer 3). Input in the form of training, training labels and attributes. Algorithm C4.5 is an extension of 

ID3 if a data set has several observations with missing values, i.e. records with multiple variable values do not 

exist, if the number of observations is limited then the attributes with missing values can be replaced with the 

average value of the variable in question [18 ] . The formula for finding the entropy value: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = −𝑝⊕𝑙𝑜𝑔2𝑝⊕ − 𝑝⊝𝑙𝑜𝑔2𝑝⊝    (3) 

Where: 

S : Space (data ) sample used for training 

p⊕  : Number of positive solutions or supports the sample data of certain criteria. 

p⊝  : number that has a negative solution or does not support certain criteria sample data. 

Entropy(S) = 0, if all examples in S are in the same class. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =1, if the number of positive and negative examples in S is the same. 

0 > 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) > 1, if the number of positive and negative examples in S is not the same. 

 

 Gain (S,A): Obtaining information from attribute A Relative to the output data S. The formula for 

finding the Gain value: 

 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) ≡ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|

𝑛
𝑖=1 ∗  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)  (4) 

Where: 

𝐴 : attributes 

𝑆 : sample 

𝑛 : number of partitions of attribute set A 

|𝑆𝑖|  : number of samples in the i-th partition 

|𝑆| : number of samples in𝑆 

 

The purpose of the KNN classification algorithm is to predict a new class of data set that has class 

[19] , KNN is included in the classification algorithm [20] . In Nearest there is the term "similarity" or 

similarity. The formula used for the Nearest Neighbor value is: 

 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑇, 𝑆) =
(∑ 𝑓(𝑇𝑖,𝑆𝑖)∗𝑤𝑖)𝑛

𝑖=1

𝑤𝑖
     (5) 

 

Where: 

𝑇 : new case 

𝑆 : cases that are in storage 

𝑛 : number of attributes in each case 

𝑖 : individual attribute between 1 to n 

𝑓 : attribute similiarity function i between case T and case S 

𝑤 : the weight given to the i-th attribute 

 

 Euclidean Distance Formula: 

 

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖=1    (6) 

 

Where: 

d(x, y) : distance between data x to data y 

xi : data testing to-i 

yi : data training to-i 

 

The confusion matrix is a method that is usually used to perform accuracy calculations on data mining 

concepts or decision support systems [21] . In using the Confusion matrix method there are several terms, 

shown in the following table. 
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Table 2. Confusion matrix 

  True Value 

  FALSE TRUE 

Prediction FALSE TN FP 

TRUE FN TP 

 

Description: 

1. "True Positive" (TP), is the amount of positive data that is correctly classified by the system. 

2. The amount of negative data correctly classified by the system is referred to as True Negative (TN). 

3. The amount of negative data classified as positive by the system is known as false positive (FP). 

4. The amount of positive data classified negatively by the system is known as false negative (FN).  

 

 Precision is the level of accuracy between the information requested by the user and the answer 

provided by the system. Precision can be calculated with the following formula: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (7) 

  

 Recall is the removal data taken from the relevant data queried and recall is also known as sensitivity. 

Recall is formulated as follows:  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (8) 

 

 F1 Measure is a combination calculation between recall and precision. The F1 Measure value range 

is 0 to 1, if the value is close to 0 then the prediction model is not good and vice versa if the value is close to 1 

then the prediction model is good. To get the value in percentage, the value is multiplied by 100. 

 

𝐹1 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     (9) 

 

 F1 Score is to evaluate how well the hybrid metric is used for unbalanced classes. The F1 Score value 

range is 0 to 1, if the value is close to 0 then the prediction model is not good and vice versa if the value is 

close to 1 then the prediction model is good. To get the value in percentage, the value is multiplied by 100. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
(2𝑇𝑃)

(2𝑇𝑃+𝐹𝑃+𝐹𝑁)
     (10) 

 

 As well as in calculating the percentage of accuracy with the following formula: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
× 100%    (11) 

 

 Then it can also calculate APPER or the so-called error rate is an evaluation measure used to see the 

chance of misclassification produced by a classification function. The smaller the APPER value, the better the 

classification results [22]. The formulation for calculating APER is:  

 

𝐴𝑃𝑃𝐸𝑅 =
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
× 100%    (12) 

 

3. RESULTS AND ANALYSIS 

 At this stage presenting the results of testing the three classification methods. The data used in this 

study are data from the results of questionnaires given to 87 semester 7 (seven) students, the data is processed 

and selected, resulting in the following data: 

 

Table 3. Respondent Data 

No gender Age Origin Work Organization Distance 
Parent 

Profession 
Which school are you 

from 
GPA 

1 Man 21 
Outside 

Jabodetabek 
Yes Yes 

5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
3.47 

2 Man 21 Greater Jakarta Yes Yes < 5km Farmer 
SENIOR HIGH 

SCHOOL 
3.62 

3 Man 24 Greater Jakarta Yes No > 10km Other Vocational School 3.55 



IJAIDM p-ISSN: 2614-3372 | e-ISSN: 2614-6150  

 

Performance Comparison Of Data Mining Classification… (Munarsih et al) 

35 

No gender Age Origin Work Organization Distance 
Parent 

Profession 

Which school are you 

from 
GPA 

4 Woman 28 Greater Jakarta Yes No > 10km Self-employed Vocational School 3.59 

5 Woman 21 Greater Jakarta No Yes < 5km Laborer 
SENIOR HIGH 

SCHOOL 
3.66 

6 Woman 21 Greater Jakarta No No > 10km Other Vocational School 3.53 

7 Woman 23 Greater Jakarta No No < 5km Self-employed 
SENIOR HIGH 

SCHOOL 
3.48 

8 Woman 22 Greater Jakarta No No > 10km Other 
SENIOR HIGH 

SCHOOL 
3.74 

9 Woman 21 Greater Jakarta No No 
5km - 

10km 
Other 

SENIOR HIGH 

SCHOOL 
3.45 

10 Woman 23 Greater Jakarta No Yes > 10km 
Private sector 

employee 
Vocational School 3.46 

... ... ... ... ... ... ... ... ... ... 

78 Woman 23 Outside 

Jabodetabek 

No No <5KM Self-employed SENIOR HIGH 

SCHOOL 

3.54 

  

 Then the data processing is carried out to obtain Naive Bayes testing data using the help of Python 

software, so that the following results are obtained: 

 

Table 4. Naive Bayes data 

No Gender Age Origin Work Organization Distance 
Parents' 

job 

Which school are you 

from 
GPA 

New 

class 

1 Man 20 Greater Jakarta No Yes > 10km Other Vocational School 1 1 

2 Man 26 
Outside 

Jabodetabek 
Yes No > 10km Farmer 

SENIOR HIGH 

SCHOOL 
1 2 

3 Woman 21 
Outside 

Jabodetabek 
No No > 10km Farmer 

SENIOR HIGH 
SCHOOL 

1 2 

4 Woman 22 Greater Jakarta No No 
5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

5 Woman 22 Greater Jakarta Yes No 5-10km Other Vocational School 1 2 

6 Woman 22 
Outside 

Jabodetabek 
No No 

5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

 Man 25 Greater Jakarta Yes No < 5km Laborer Vocational School 2 1 

8 Woman 20 Greater Jakarta No No 
5km - 

10km 
Other 

SENIOR HIGH 

SCHOOL 
2 2 

9 Woman 25 Greater Jakarta Yes No 
5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

10 Woman 25 Greater Jakarta Yes Yes 
5km - 
10km 

Other 
SENIOR HIGH 

SCHOOL 
1 1 

11 Woman 22 Greater Jakarta No No > 10km Laborer 
SENIOR HIGH 

SCHOOL 
2 2 

12 Woman 24 Greater Jakarta Yes Yes > 10km 
Self-

employed 

SENIOR HIGH 

SCHOOL 
2 1 

13 Man 21 Greater Jakarta Yes Yes < 5km Farmer 
SENIOR HIGH 

SCHOOL 
2 1 

14 Woman 21 Greater Jakarta Yes No > 10km 
Self-

employed 
SENIOR HIGH 

SCHOOL 
0 2 

15 Man 21 Greater Jakarta No Yes > 10km Laborer Vocational School 1 1 

16 Woman 22 Greater Jakarta Yes Yes > 10km Laborer Vocational School 2 1 

 

 After processing the Naïve Bayes data, the next step is to convert the data into a confusion matrix 

table. Namely as follows: 

 

Table 5. Naive Bayes Confusion matrix 

Actual 

Predictions 

GPA < 
3.00 

GPA 3.00 – 
3.50 

GPA > 
3.50 

GPA < 3.00 0 0 1 

GPA 3.00 – 3.50 0 3 3 

GPA > 3.50 0 4 5 

 

 At this stage, the results of calculating the accuracy level will be presented using the help of Python 

software. 
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Table 6. Naive Bayes calculation results with Python 

 Precision Recall F1-score Support 

0 0.00 0.00 0.00 1 
1 0.43 0.50 0.46 6 

2 0.56 0.56 0.56 9 

Accuracy   0.50 16 
macros avg 0.33 0.35 0.34 16 

Weighted avg 0.47 0.50 0.49 16 

 

 Based on the results of calculations using the help of Python software, it is known that the precision 

value is 32.80%, this value is a comparison of true positive predictions with overall positive predicted results. 

Then a recall value of 35.18% was obtained, this value is a comparison of true positive predictions with all 

actual positive data. Furthermore, in the calculation above, the results obtained an accuracy of 50.00% and an 

error rate of 50.00%. 

 Then the data processing is carried out to obtain C4.5 testing data using the help of Python software, 

so that the following results are obtained: 

 

Table 7. Data C4.5 

No Gender Age Origin Work Organization Distance 
Parents' 

job 

Which school are you 

from 
GPA 

New 

class 

1 Man 20 Greater Jakarta No Yes > 10km Other Vocational School 1 2 

2 Man 26 
Outside 

Jabodetabek 
Yes No > 10km Farmer 

SENIOR HIGH 

SCHOOL 
1 2 

3 Woman 21 
Outside 

Jabodetabek 
No No > 10km Farmer 

SENIOR HIGH 
SCHOOL 

1 2 

4 Woman 22 Greater Jakarta No No 
5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

5 Woman 22 Greater Jakarta Yes No 5-10km Other Vocational School 1 2 

6 Woman 22 
Outside 

Jabodetabek 
No No 

5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

 Man 25 Greater Jakarta Yes No < 5km Laborer Vocational School 2 1 

8 Woman 20 Greater Jakarta No No 
5km - 

10km 
Other 

SENIOR HIGH 

SCHOOL 
2 2 

9 Woman 25 Greater Jakarta Yes No 
5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

10 Woman 25 Greater Jakarta Yes Yes 
5km - 
10km 

Other 
SENIOR HIGH 

SCHOOL 
1 2 

11 Woman 22 Greater Jakarta No No > 10km Laborer 
SENIOR HIGH 

SCHOOL 
2 2 

12 Woman 24 Greater Jakarta Yes Yes > 10km 
Self-

employed 

SENIOR HIGH 

SCHOOL 
2 2 

13 Man 21 Greater Jakarta Yes Yes < 5km Farmer 
SENIOR HIGH 

SCHOOL 
2 2 

14 Woman 21 Greater Jakarta Yes No > 10km 
Self-

employed 

SENIOR HIGH 

SCHOOL 
0 2 

15 Man 21 Greater Jakarta No Yes > 10km Laborer Vocational School 1 2 

16 Woman 22 Greater Jakarta Yes Yes > 10km Laborer Vocational School 2 2 

 

 After processing C4.5 data, the next step is to convert the data into a confusion matrix table. Namely 

as follows: 

 

Table 8. Confusion matrix C4.5 

Actual 

Predictions 

GPA < 

3.00 

GPA 3.00 – 

3.50 

GPA > 

3.50 

GPA < 3.00 0 0 1 

GPA 3.00 – 3.50 0 0 6 

GPA > 3.50 0 1 8 

 

 At this stage the results of calculating the accuracy level will be presented using the help of Python 

software. 

 

Table 9. Calculation results of C4.5 with Python 
 Precision Recall F1-score Support 

0 0.00 0.00 0.00 1 
1 0.00 0.00 0.00 6 

2 0.53 0.89 0.67 9 
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 Precision Recall F1-score Support 

accuracy   0.50 16 

macros avg 0.18 0.30 0.22 16 
Weighted avg 0.30 0.50 0.38 16 

  

Based on the results of calculations using the help of Python software, it is known that the precision value is 

17.78%, this value is a comparison of true positive predictions with overall positive predicted results. Then a 

recall value of 29.62% was obtained, this value is a comparison of true positive predictions with all actual 

positive data. Furthermore, in the calculation above, the results obtained an accuracy of 50.00% and an error 

rate of 50.00%. 

 Then the data processing is carried out to obtain C4.5 testing data using the help of Python software, 

so that the following results are obtained: 

 

Table 10. Data C4.5 

 

 After processing the KNN data, the next step is to convert the data into a confusion matrix table. 

Namely as follows: 

 

Table 11. KNN confusion matrix 

Actual 

Predictions 

GPA < 

3.00 

GPA 3.00 – 

3.50 

GPA > 

3.50 

GPA < 3.00 0 0 1 
GPA 3.00 – 3.50 0 0 6 

GPA > 3.50 0 0 9 

 

 At this stage, the results of calculating the accuracy level will be presented using the help of Python 

software. 

 

Table 12. KNN calculation results with Python 

 Precision Recall F1-score Support 

0 0.00 0.00 0.00 1 

1 0.00 0.00 0.00 6 
2 0.56 1.00 0.72 9 

accuracy   0.56 16 

No Gender Age Origin Work Organization Distance 
Parents' 

job 

Which school are you 

from 
GPA 

New 

class 

1 Man 20 Greater Jakarta No Yes > 10km Other Vocational School 1 2 

2 Man 26 
Outside 

Jabodetabek 
Yes No > 10km Farmer 

SENIOR HIGH 

SCHOOL 
1 2 

3 
Woma

n 
21 

Outside 

Jabodetabek 
No No > 10km Farmer 

SENIOR HIGH 

SCHOOL 
1 2 

4 
Woma

n 
22 Greater Jakarta No No 

5km - 
10km 

Laborer 
SENIOR HIGH 

SCHOOL 
2 2 

5 
Woma

n 
22 Greater Jakarta Yes No 5-10km Other Vocational School 1 2 

6 
Woma

n 
22 

Outside 

Jabodetabek 
No No 

5km - 

10km 
Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

 Man 25 Greater Jakarta Yes No < 5km Laborer Vocational School 2 1 

8 
Woma

n 
20 Greater Jakarta No No 

5km - 

10km 
Other 

SENIOR HIGH 

SCHOOL 
2 2 

9 
Woma

n 
25 Greater Jakarta Yes No 

5km - 
10km 

Laborer 
SENIOR HIGH 

SCHOOL 
2 2 

10 
Woma

n 
25 Greater Jakarta Yes Yes 

5km - 

10km 
Other 

SENIOR HIGH 

SCHOOL 
1 2 

11 
Woma

n 
22 Greater Jakarta No No > 10km Laborer 

SENIOR HIGH 

SCHOOL 
2 2 

12 
Woma

n 
24 Greater Jakarta Yes Yes > 10km 

Self-
employe

d 

SENIOR HIGH 

SCHOOL 
2 2 

13 Man 21 Greater Jakarta Yes Yes < 5km Farmer 
SENIOR HIGH 

SCHOOL 
2 2 

14 
Woma

n 
21 Greater Jakarta Yes No > 10km 

Self-

employe
d 

SENIOR HIGH 

SCHOOL 
0 2 

15 Man 21 Greater Jakarta No Yes > 10km Laborer Vocational School 1 2 

16 
Woma

n 
22 Greater Jakarta Yes Yes > 10km Laborer Vocational School 2 2 
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 Precision Recall F1-score Support 

macros avg 0.19 0.33 0.24 16 
Weighted avg 0.32 0.56 0.40 16 

 

 Based on the results of calculations using the help of Python software, it is known that the precision 

value is 18.75%, this value is a comparison of true positive predictions with overall positive predicted results. 

Then a recall value of 33.33% was obtained, this value is a comparison of true positive predictions with all 

actual positive data. Furthermore, in the calculation above, the results obtained an accuracy of 56.25% and an 

error rate of 43.75%. 

 

Table 13. Algorithm comparison results 

Algorithm Precision recall accuracy error 

Naive Bayes 3 2 , 85 % 3 5.18 % 50.00% 50.00% 

C4.5 17.78 % 29.62 % 50.00% 50.00% 
KNN 18.75 % 33.33 % 56.25% 43.75% 

  

 Based on the table above, it can be seen that the accuracy value for the best classification algorithm 

method is K-Nearest Neighbor with an accuracy value of 51.94%, then the Naive Bayes algorithm and C4.5 

with an accuracy value of 50.00%. 

 

4. CONCLUSION 

 The results of the comparative research on the performance of data mining algorithms on predicting 

student achievement show a fairly low accuracy value, this can be influenced by the amount of data used and 

the preprocessing stages carried out. From the evaluation results, it is obtained that the KNN algorithm is the 

best for predicting student achievement because it has the highest accuracy value and the smallest error 

compared to other algorithms, followed by the Naive Bayes and C4.5 algorithms. For future researchers it is 

suggested to be able to add the amount of data and attributes to be studied, in the hope of getting better 

calculation accuracy. Substituting for case studies, to be able to find out whether the best method in this study 

is also the best method in further research, as well as using random forest, constant and other methods. 
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