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 Throughout the pandemic, many people have become familiarised 

with the new type of virus that has been spreading throughout the 

world, called the Coronavirus. On the 2nd of March, the year 2020, the 

Indonesian government had announced the identification of first 

Covid-19 case in Indonesia. With the arrival of Covid-19, and its 

spreading across all the provinces of Indonesia, the number of positive 

cases keeps growing even in the present day. Tangerang Regency is 

one of the areas that has opaqued citizens in the Banten Province. The 

purpose of this research is to discuss how to predict the sum of Covid-

19 cases in the Tangerang Regency using the RNN-LSTM method. 

Although this method is very eloquent if used to perform a sequential 

task, its complexity and loss of gradient can make this model difficult 

to be trained, hence resulting in the use of the Long Short-Term 

Memory (LSTM) to reduce these weaknesses and help the RNN to 

look back on past data. This research uses Python as the programming 

language and Jupyter Notebook for the visualization of the results of 

the prediction. Therefore, the prediction model has been evaluated 

using various computational methods, such as RMSE with its error 

percentage of 0.05, and MSE and MAE with the same error percentage 

of 0.03 with the loss of their models being 9.6793e-04. 
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1. INTRODUCTION  

Coronavirus or Covid-19 is one out of a large family of various viruses such as MERS and SARS. 

These viruses have an effect similar to the common flu, on civilization, until the people affected by the virus 

start experiencing respiratory problems that are more severe. In the year 2019, a variant of the Coronavirus had 

been found spreading widely in Wu Han, China, known as ‘severe acute respiratory syndrome coronavirus 2’ 

with the name ‘Coronavirus Disease 2019’ (Covid-19). In the middle of the year 2020, a worldwide 

organization by the name of ‘World Health Organization’ (WHO) affirmed that all the countries around the 

world must declare a state of pandemic simultaneously to break the spread of the virus, which had already 

begun spreading [1]. 

 On the 2nd of March 2020, the Indonesian government had announced the appearance of the first case 

of Covid-19 in Indonesia, specifically in Tangerang Regency area, which is one of the areas that has opaqued 

citizens that support the nation’s capital as well. Hence, looking into the individual citizens who arrive and 

depart from Tangerang Regency is one of the most important concerns, considering that the number of Covid-

19 cases and the number of suspected cases is increasing. ICU capacity and isolating rooms in hospitals 

reaching their limits is a great matter of concern for the whole city [2]. Therefore, to tackle these concerns, 

using deep learning is one of the best solutions. When inspecting the data manually it will be observed that this 

research uses the official dataset from Tangerang Regency’s official website, which will be converted into 
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Microsoft Excel. Manually crawling data is a method that is used to handle, discover, and explore data that is 

available in the World Wide Web [3]. Data crawling can be done by using machine learning, which is also a 

computational method that uses previous experience to grow and develop [4]. 

 One method of machine learning is the Neural Network. This method can emulate a neural network 

that exists in a human, and it also has an input layer and an output layer comprising of a few units of neurons 

and it has an activation function to determine the result of these units. This method can moreover be improved 

by using preparatory information; thus, the more information utilized, the more superior the execution of the 

Neural Network. In any case, the Neural Network is restricted within a number of layers, although having more 

layers is advantageous, as the more layers there are, the higher capacity of the Neural Network [19]. Hence, to 

overcome this, Deep Learning was developed [5]. Deep Learning is a computational method that usually has 

many phases of techniques to represent data with various kinds of abstract reports. It also able to find complex 

structures in large-scale data structures using backpropagation. Thus, it can create a sophisticated result to solve 

problems that the AI community would not have been able to solve for several years, in advance [6]. 

One technique of deep learning that include a variety of Artificial Neural Networks is called Recurrent 

Neural Network (RNN), which is a technique that can basically be described as, creating a network topology 

to demonstrate a sequential and time-series related set of data [7]. In addition, this method has two inputs, 

where the first input is the current input while the second input is the input from the recent past. It also has an 

important feature called ‘hidden state’, which is able to memorize some information about the order of the 

existing data while its memory restores all the information about what has been calculated [8]. The use of 

Recurrent Neural Network has been practical for several previous research work, such as: prediction of multi-

time steps by inputting data to be used as part of the learning process using RNN [9], evaluation of word 

translation issues [10], abbreviation of words in an information report [11], classification of quail egg quality 

[12], prediction of cement sales [13], and lastly an implementation of chatbots on a new student enrolment 

system [14].  

There has been similar research done, specifically, the prediction of the Covid-19 patient count with 

the Karawang Regency case study. This research used the K-Nearest Neighbours method to predict Covid-19 

cases with a superb and satisfactory performance result, however, it had insufficient predictive results for a few 

days. These results tended to stagnate, as the dataset used was still quite small. Nevertheless, its best 

performance was seen by adding 15 days’ worth of data to the dataset [15]. Therefore, RNN can be used to 

develop a form of memory that is capable to help assume patterns with its dependence on previous patterns. It 

can also be used with a complex layer pattern, to expand the range of its very solid pixel [16]. Therefore, RNN 

is a preferable example of Long Short-Term Memory (LSTM), as its memory is able to recall all the 

information when building upon pre-existing proficiency [17]. In addition, RNN, has the capability to 

remember all the knowledge that has been previously inputted. This can be used advantageously, as it can 

predict the number of Covid-19 sufferers for data in a small-scale time series, in the hopes of helping the 

government and society fight Covid-19.  

Based on previously discussed context, the overview of the problem at hand can be worded as follows; 

how to implement the Recurrent Neural Network (RNN) technique to predict the spread of Covid-19 using 

data within a small timescale, and how to measure its performance and predict the number of Covid-19 patients 

using a Recurrent Neural Network (RNN) algorithm for data within a small timescale. There are limitations 

that come into consideration when regarding the previously discussed problem, such as the fact that the dataset 

being used in this research (available on the official website of Tangerang Regency, 

https://covid19.tangerangkab.go.id/sebaran-data) has been calculated in the period from the 24th of June, 2021 

to the 28th of February, 2022. The data used is regarding the confirmed number of Covid-19 patients and has 

been organised by date. 

Therefore the objectives of this research are: to implement the Recurrent Neural Network (RNN) to 

predict the sum of people affected by the Covid-19 virus from the point in time when it began to spread until 

the present moment, to measure the performance of this prediction using the Recurrent Neural Network (RNN) 

algorithm, and to measure the accuracy of the results from the algorithm while focusing on a small dataset. In 

addition, based on the research objectives preciously described, the benefit of this research is that it can help 

predict how Covid-19 spreads within the Tangerang Regency, so that the society and the government can carry 

out disaster mitigation. 

 

2. RESEARCH METHOD  

 In this research, there are various steps that will be accomplished such as, crawling the dataset, pre-

processing, building the model and lastly, evaluating the model. The relevant flowchart system can be seen in 

Figure 1. 

https://covid19.tangerangkab.go.id/sebaran-data
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Figure 1. Flowchart System 

 

2.1.  Selecting and Identifying the Issue 

 The research will begin by identifying and focusing on the problem, which is to predict Covid-19 

cases in the Tangerang Regency, and this will be resolved by using RNN-LSTM. Therefore, a model will be 

built to predict the results and then evaluate them, using an accuracy examiner and an error rate calculation. 

After identifying the problem, the research will continue by gathering and creating the dataset that needs to be 

collected. 

 

2.2.  Gathering and Creating the Dataset 

  In the following step, the dataset used in this research is taken from the official website of the 

Tangerang Regency (https://covid19.tangerangkab.go.id/sebaran-data). Data is collected every single day and 

measure variable called the ‘sum of confirmed cases’ is created. After collecting the data, it will be converted 

into the form of an .xlsx file and must be gathered first in order to be able to process it using the Python 

programming language. 

 

2.3.  Pre-Processing 

 Within the pre-processing step, all the necessary libraries will be imported, and the data will be 

normalized using the Min Max scaler. Before using this data, it must be ensured that there are no NaN (Not a 

Number) or blank data within the rows and columns of the data. To accommodate its used variables, there will 

be new variables created in the form of a matrix after all the pre-processing has been completed. The modelling 

of the algorithm will be continued. 

 

2.4.  Creating the Model and Algorithm’s Implementation 

 Once the pre-processing has been finished, the next step is to create a model using RNN-LSTM, and 

the pre-processed data will be divided, with 80% of the data being used in training and 20% of the data being 

used for testing. The reason that the training data is of a larger percentage is because the RNN needs a large 

quantity of data for training, to increase its accuracy. Hence, the model will be using an LSTM layer to support 

the RNN, when predict Covid-19 patients. After splitting the dataset into ‘data train’ and ‘data test’, these data 

inputs will be reshaped into 3D inputs called ‘samples’, ‘time step’ and ‘features’. In addition, before making 

https://covid19.tangerangkab.go.id/sebaran-data
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the model there will be a variable called ‘look back’, that will be able to look into previous data and variable 

models to accommodate some of the layers, such as LSTM layer, dropout layer, and dense layer.  

 Therefore, after deciding on the hidden layer and input shape on the LSTM layer, the dropout later 

will be increased to 20% to prevent overfitting, while adding a dense layer to clarify the output that will be 

displayed, and an activation function to support the neural network in understanding the complex pattern that 

exists within the data. The optimizer used in this research is the Adam optimizer, which is an additional 

optimization algorithm that replaces the classical stochastic gradient descent, to affect the weight of its network 

based on training data. 

 

2.5.  Evaluating Model 

 Once the model has been successfully created, the next step is to evaluate the model and its error 

percentage using the Mean Squared Error (MSE) and LSTM. To evaluate the error rate, MSE will be used, 

while LSTM will be used to evaluate the accuracy. However, it needs tuning to minimalize its complexity by 

deciding the epochs, batch size and verbose. Epochs will be used to indicate the sum of paths from all the data 

in the training dataset, while batch size is a hyperparameter to define the sum of the sample that is needed to 

be finished before it can affect the parameters that are inside the internal model. Verbose will be used to indicate 

the result of the sum of the epochs. In addition, LSTM can be interpreted as a type of RNN that is able to learn 

to predict problems in a sequential and structured manner. Hence, an algorithm that has an area complexity in 

Deep Learning is also called LSTM [18]. The diagram of the LSTM cell can be seen below in Figure 2. 

 

 

Figure 2. LSTM diagram cell  

 

The figure above shows φ, σ and ⊗, as hyperbolic-tangent functions, while the sigmoid function can 

distinguish a singular value operation as max or min and a multiplication function. The LSTM formula can be 

written down mathematically below. 

 Ct =  σ(WfIt)ct−1 +  σ(WiIt)ϕ(WinIt), (1) 

 ht =  σ(WoIt)ϕ(ct), (2) 

  

The formula above explains that 𝐜𝐭  ∈ ℝ𝐍 in the vector column of 𝐈𝐭 ∈ ℝ(𝐌+𝐍), is a series of new 

inputs of 𝐗𝐭 ∈ ℝ𝐌, and that the previous output 𝐡𝐭−𝟏 ∈ ℝ𝐍 , can also be written in 𝐈𝐭
𝐓 = [𝐗𝐭

𝐓 , 𝐡𝐭−𝟏
𝐓 ]. Hence, 

𝐖𝐟 , 𝐖𝐢 , 𝐖𝐨 , and 𝐖𝐢𝐧 is the weight of the matrix for the forget target, input gate, and output gate. It can then 

be assumed that 𝐜𝟎 =  𝟎 is the hidden state vector of the LSTM, which can be reduced to the calculation shown 

below. 

 𝐜𝐭 =  ∑ [ ∏ σ(WfIj)

t

j=k+1

] σ(WiIk)ϕ(WinIk

t

k=1

) (3) 

  

 

By using 𝐟(∙), present in formula number 3 shown above, it can be defined as a hyperbolic tangent, 

and the output results from LSTM can be seen below: 

 

forget gate 



                p-ISSN: 2614-3372 | e-ISSN: 2614-6150 

IJAIDM  Vol. 6, No. 1, March 2023:  98 – 106 

102 

ht
LSTM =  σ(WoIt)ϕ (∑ [ ∏ σ(WfIj)

t

j=k+1

] σ(WiIk)∅(WinIk

t

k=1

)). 

 

(4) 

  

 From the formula above, it could be stated that Wc
t−k and ∏ σ(WfIj)

t
j=k+1  perform as the same memory 

for the LSTM. Therefore, there is a special case study whereas the memory length of the LSTM can transcend 

regardless of the parameter model i.e., Wc , Win,which can be seen in formula number 5 shown below. 

 

∃Wf s. t. min|σ(WfIj)| ≥ σmax (Wc), ∀σmax(Wc)  ∈ [0,1), (5) 

Which turned into 

 

 | ∏ 𝜎(𝑊𝑓𝐼𝑗)

𝑡

𝑗=𝑘+1

|  ≥  𝜎𝑚𝑎𝑥(𝑊𝑐)𝑡−𝑘, 𝑡 ≥ 𝑘 . (6) 

  

Based on formula number 5, the impact input of Ik, it can be said that there will always be an LSTM 

with a longer memory capacity, as the output of the LSTM can last longer. 

 

3. RESULTS AND ANALYSIS  

Within the implementation of the model, there are various test scenarios which will be demonstrated, 

and its results evaluated. The test scenarios that will be accomplished in this research are as follows: 

1. The ‘used data’ test has a ratio of 80:20 with 80% of total case data used in training and 20% of total 

case data used in testing, while it contains the sum of confirmed Covid-19 cases in Tangerang Regency 

from June 2021 to February 2022. 

2. Implement epoch tuning within 100 epochs, due to the error percentage and its resulting diagram being 

higher. 

 

In addition, there will be an examination done by changing various parameter values such as varying 

the ‘look back’ parameter, increasing or decreasing the LSTM unit, switching the activation function and lastly, 

modifying the parameter of its learning rate for the Adam optimizer within the testing of the model. The 

evaluation result will be taken from the best performance out of the three examinations, shown in Table 1. 

 

Table 1. The examination result with ratio of 80:20 using ReLU  

Look Back 
LSTM 

Units 
Epochs 

Learning 

Rate 
Loss MSE RMSE MAE 

15 

15 

10 

0.01 0.0034 
0.01(train) 
0.00(test) 

0.10(train) 
0.01 (test) 

0.01(train) 
0.00(test) 

0.001 0.0104 
0.05(train) 

0.00(test) 

0.23(train) 

0.01 (test) 

0.05(train) 

0.00 (test) 

100 
0.01 0.0018 

0.00(train) 

0.00(test) 

0.06(train) 

0.01(test) 

0.01(train) 

0.00(test) 

0.001 0.0034 
0.01(train) 
0.00 (test) 

0.10(train) 
0.01 (test) 

0.01(train) 
0.00 (test) 

50 

10 

0.01 0.0036 
0.01 (train) 

0.00 (test) 

0.08(train) 

0.01 (test) 

0.01(train) 

0.00 (test) 

0.001 0.0075 
0.04 (train) 

0.00 (test) 

0.20(train) 

0.00 (test) 

0.04(train) 

0.00 (test) 

100 

0.01 0.0013 
0.00 (train) 
0.00 (test) 

0.04(train) 
0.01(test) 

0.00(train) 
0.00 (test) 

0.001 0.0031 
0.01 (train) 

0.00 (test) 

0.09(train) 

0.01 (test) 

0.01(train) 

0.00 (test) 

30 
15 

10 

0.01 7.8865e-04 
0.02 (train) 

0.00 (test) 

0.14(train) 

0.00 (test) 

0.02(train) 

0.00 (test) 

0.001 0.0012 
0.05 (train) 
0.00 (test) 

0.22(train) 
0.00 (test) 

0.05(train) 
0.00 (test) 

100 

0.01 1.9747e-04 
0.02 (train) 

0.00 (test) 

0.15(train) 

0.00 (test) 

0.02(train) 

0.00 (test) 

0.001 2.2683e-04 
0.02 (train) 

0.00 (test) 

0.15(train) 

0.00 (test) 

0.02(train) 

0.00 (test) 

50 10 0.01 5.5181e-04 0.03 (train) 0.17(train) 0.03(train) 

forget gate 
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Look Back 
LSTM 

Units 
Epochs 

Learning 

Rate 
Loss MSE RMSE MAE 

0.00 (test) 0.00 (test) 0.00 (test) 

0.001 8.1413e-04 
0.03 (train) 

0.00 (test) 

0.18(train) 

0.00 (test) 

0.03(train) 

0.00 (test) 

100 

0.01 4.7815e-04 
0.02 (train) 
0.00 (test) 

0.14(train) 
0.01 (test) 

0.02(train) 
0.00 (test) 

0.001 1.1943e-04 
0.02 (train) 

0.00 (test) 

0.15(train) 

0.00 (test) 

0.02(train) 

0.00 (test) 

 

 The Table 1 shown above can be used to explain the ‘look back’ parameters being used, which are 15 

and 30, with LSTM units being 15 and 50, while the epochs are 10 and 100 with a learning rate of 0.01 and 

0.001. The error percentages obtained are an MSE of 0.05, RMSE of 0.23 and MAE of 0.5, with the lowest 

loss being 1.1943e-04. Once the examination model using the ReLU activation function has been achieved, the 

following step is to the perform the same examination with different activation functions. Hence, Table 2 shown 

below signifies the examination result obtained when using the Tanh activation function.  

 

Table 2. The examination result with ratio of 80:20 using Tanh 

Look 

Back 

LSTM 

Units 
Epochs 

Learning 

rate 
Loss MSE RMSE MAE 

15 

15 

10 

0.01 0.0066 
0.02 (train) 
0.00 (test) 

0.13 (train) 
0.00 (test) 

0.02 (train) 
0.00 (test) 

0.001 0.0159 
0.05 (train) 

0.00 (test) 

0.23 (train) 

0.00 (test) 

0.05 (train) 

0.00 (test) 

100 
0.01 0.0021 

0.00 (train) 

0.00 (test) 

0.07 (train) 

0.01(test) 

0.00 (train) 

0.00 (test) 

0.001 0.0035 
0.01 (train) 
0.00 (test) 

0.11 (train) 
0.00 (test) 

0.01 (train) 
0.00 (test) 

50 

10 

0.01 0.0036 
0.01 (train) 

0.00 (test) 

0.12 (train) 

0.00 (test) 

0.01 (train) 

0.00 (test) 

0.001 0.0066 
0.05 (train) 

0.00 (test) 

0.21 (train) 

0.00 (test) 

0.05 (train) 

0.00 (test) 

100 

0.01 0.0026 
0.00 (train) 
0.00 (test) 

0.06 (train) 
0.01(test) 

0.00 (train) 
0.00 (test) 

0.001 0.0041 
0.01 (train) 

0.00 (test) 

0.11 (train) 

0.00 (test) 

0.01 (train) 

0.00 (test) 

30 

15 

10 
0.01 3.9229e-04 

0.03 (train) 

0.00 (test) 

0.18 (train) 

0.00 (test) 

0.03 (train) 

0.00 (test) 

0.001 0.0010 
0.06 (train) 
0.00 (test) 

0.24 (train) 
0.00 (test) 

0.06 (train) 
0.00 (test) 

100 

0.01 1.7815e-04 
0.02 (train) 

0.00 (test) 

0.14 (train) 

0.01 (test) 

0.02 (train) 

0.00 (test) 

0.001 1.4521e-04 
0.02 (train) 

0.00 (test) 

0.16 (train) 

0.00 (test) 

0.02 (train) 

0.00 (test) 

50 

10 

0.01 2.6457e-04 
0.03 (train) 
0.00 (test) 

0.17 (train) 
0.00 (test) 

0.03 (train) 
0.00 (test) 

0.001 9.8359e-04 
0.04 (train) 
0.00 (test) 

0.20 (train) 
0.00 (test) 

0.04 (train) 
0.00 (test) 

100 

0.01 8.0615e-05 
0.02 (train) 

0.00 (test) 

0.14 (train) 

0.01 (test) 

0.02 (train) 

0.00 (test) 

0.001 6.0553e-05 
0.02 (train) 

0.00 (test) 

0.15 (train) 

0.00 (test) 

0.02 (train) 

0.00 (test) 

   

 Therefore, it can be seen that this second examination using the Tanh activation function has obtained 

the lowest loss of 6.0553e-05, with the highest error percentage of 0.06 MSE, 0.24 RMSE, 0.06 MAE. The 

next step is to do the same examination with another activation function called Sigmoid, which can be seen in 

Table 3 shown below. 

 

Table 3. The examination result with ratio of 80:20 using Sigmoid 

Look 

Back 

LSTM 

Units 
Epochs 

Learning 

rate 
Loss MSE RMSE MAE 

15 15 

10 
0.01 0.0045 

0.02 (train) 

0.00 (test) 

0.13 (train) 

0.00 (test) 

0.02 (train) 

0.00 (test) 

0.001 0.1590 
0.39 (train) 
0.00 (test) 

0.63 (train) 
0.07 (test) 

0.39 (train) 
0.00 (test) 

100 

0.01 0.015 
0.00 (train) 

0.00 (test) 

0.05 (train) 

0.01(test) 

0.00 (train) 

0.00 (test) 

0.001 0.0052 
0.01 (train) 

0.00 (test) 

0.11 (train) 

0.00 (test) 

0.01 (train) 

0.00 (test) 
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Look 

Back 

LSTM 

Units 
Epochs 

Learning 

rate 
Loss MSE RMSE MAE 

50 

10 
0.01 0.0011 

0.05 (train) 

0.00 (test) 

0.22 (train) 

0.01 (test) 

0.05 (train) 

0.00 (test) 

0.001 0.1247 
0.29 (train) 
0.00 (test) 

0.54 (train) 
0.07 (test) 

0.29 (train) 
0.00 (test) 

100 

0.01 9.6793e-04 
0.00 (train) 

0.00 (test) 

0.05 (train) 

0.00(test) 

0.00 (train) 

0.00 (test) 

0.001 0.0035 
0.01 (train) 

0.00 (test) 

0.10 (train) 

0.00(test) 

0.01 (train) 

0.00 (test) 

 

Table 4. The examination result with ratio of 80:20 using Sigmoid (cont.) 

Look 
Back 

LSTM 
Units 

Epochs 
Learning 

rate 
Loss MSE RMSE MAE 

30 

15 

10 
0.01 0.0018 

0.05 (train) 

0.00 (test) 

0.23 (train) 

0.01 (test) 

0.05 (train) 

0.00 (test) 

0.001 0.1533 
0.54 (train) 
0.02 (test) 

0.73 (train) 
0.13 (test) 

0.54 (train) 
0.02 (test) 

100 

0.01 5.1107e-04 
0.04 (train) 

0.00 (test) 

0.20 (train) 

0.01 (test) 

0.04 (train) 

0.00 (test) 

0.001 0.0022 
0.05 (train) 

0.00 (test) 

0.23 (train) 

0.01 (test) 

0.05 (train) 

0.00 (test) 

50 

10 
0.01 0.0011 

0.05 (train) 
0.00 (test) 

0.21 (train) 
0.01 (test) 

0.05 (train) 
0.00 (test) 

0.001 0.1194 
0.64 (train) 
0.02 (test) 

0.80 (train) 
0.13 (test) 

0.64 (train) 
0.02 (test) 

100 

0.01 2.1689e-04 
0.03 (train) 

0.00 (test) 

0.18 (train) 

0.00 (test) 

0.03 (train) 

0.00 (test) 

0.001 8.4554e-04 
0.03 (train) 

0.00 (test) 

0.18 (train) 

0.01 (test) 

0.03 (train) 

0.00 (test) 

 

 The Table 3 above explains that using the Sigmoid activation function could possibly obtain a higher 

error percentage such as an RMSE of 0.80, 0.64 MSE, and 0.64 MAE, while the lowest loss obtained is 

9.6793e-04. Therefore, the differentiation of the RNN-LSTM performance result uses a dataset with ratio of 

80:20, where 80% of the data is used as training data and 20% is used as testing data. Although, the examination 

has been accomplished, there are various commodities which will be evaluated. The first evaluation for the 

differentiation of the RNN-LSTM performance result, indicates that implementing 100 epochs for epoch tuning 

will get the utmost result in comparison to using 10 epochs. In addition, epoch tuning 100 epochs with the 

Sigmoid activation function gives the result that yields a practically perfect diagram of the result, shown in the 

Figure 3. 

 

 

Figure 3. The result of RNN-LSTM  

 

 Hence, the second evaluation for the differentiation of RNN-LSTM, associated with the error and loss 

percentage from the result, indicates that the use of 10 epochs is able to generate an excessive error and loss 

percentage, and steer the result pattern to differ greatly, far from the dataset pattern. Meanwhile, using 100 

epochs results in a minor error and loss percentage, while the pattern of its result does not differ much from 

the dataset diagram pattern. However, the minor error and loss percentage is resolved by using the Sigmoid 
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activation function, which acquires an RMSE of 0.05, MSE and MAE of 0.03, and a loss of 9.6793e-04, with 

100 epochs. Additionally, the enormous error and loss percentage acquired by using the Sigmoid activation 

function with an RMSE of 0.80, MSE plus MAE of 0.64 and loss of 0.1194, with an epoch tuning of 10 epochs, 

is shown in the Figure 4 below. 

 

 
Figure 4. The inadequate result of RNN-LSTM 

 

4. CONCLUSION 

Based on the implementations and examinations that have been done, it can be concluded that the 

implementation of RNN-LSTM in order to predict the Covid-19 patient count in the Tangerang Regency, has 

been completed. The results of the examination using the Tangerang Regency Covid-19 dataset, which has 250 

rows, show a satisfactory result with an error percentage and loss which proved to still be relatively small. 

Therefore, the best performance is obtained by looking back to the past by 15 days’ worth of data, with a ratio 

of 80:20 and the best epoch tuning, being 100 epochs. In conclusion, the best activation function is the Sigmoid 

function, while the lowest error percentage or RMSE is 0.05, an MSE of 0.03, and an MAE 0.03, with a loss 

of 9.6793e-04 using an epoch tuning of 100 epochs. 
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