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 The spread of COVID-19 in Indonesia has caused many negative 

impacts in various sectors. In order to control the spread of COVID-

19, the government has taken steps to conduct vaccinations. This 

government action has generated public reactions expressed on Twitter 

social media, some in support and some against the vaccination. In this 

study, the responses expressed on Twitter were used as public data 

taken from the Drone Emprit Academic (DEA) portal with a total of 

700 data. The data obtained was classified using Naïve Bayes, Support 

Vector Machine (SVM), and Decision Tree algorithms. The aim of this 

research is to provide an understanding to the public whether the 

COVID-19 vaccination tends towards positive, neutral or negative 

opinions by comparing the best accuracy levels produced by the three 

algorithms used, namely Naïve Bayes (NB), Support Vector Machine 

(SVM), and Decision Tree. Validation testing was performed using the 

K-Fold Cross Validation method, AdaBoost feature selection, and TF-

IDF Transformer feature extraction. The results of the methods used 

in this study using 50:50, 70:30, 80:20 and 90:10 data splitting showed 

an increase in accuracy in the 90:10 data splitting, with 82.86% 

accuracy for the SVM algorithm, 81.43% for Naïve Bayes and 78.57% 

for Decision Tree, and the processed data generated knowledge or 

information that public sentiment polarity tends towards the positive 

direction. 
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1. INTRODUCTION 

The Corona Virus Disease 2019 (COVID-19) is a new disease reported in Wuhan, China, starting in 

December 2019 [1]. This virus is highly dangerous because it spreads rapidly worldwide due to its high 

transmission rate. According to sources from www.covid19.go.id as of August 6th, 2021, Indonesia alone has 

3.6 million positive cases and more than 104 thousand deaths. 

The Indonesian government has made efforts to suppress the spread of Corona Virus Disease 2019 

(COVID-19) so that the negative impacts can be controlled, including by carrying out vaccination actions. 

Vaccines not only protect those who have been vaccinated, but also the wider community by reducing the 

spread of the disease within the population [2]. 

Information about vaccination and virus prevention methods has been posted on various social media 

[3]. Social media is one of the most common sources for communication, sharing documents, and data of large 

communities [4]. One social media platform frequently used by Indonesian citizens is Twitter, with 10,645,000 

users in Indonesia at present [5]. The use of vaccines has sparked various reactions and opinions from different 

groups, ranging from constructive to contradictive and dismissive. 

http://www.covid19.go.id/
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Based on the information available on Twitter social media, various analytical methods can be used 

to analyze public opinions. One of them is sentiment analysis classification. Sentiment analysis is a type of text 

mining that analyzes and classifies data obtained from the internet to determine its polarity [6]. Sentiment 

analysis is part of the supervised learning group classification algorithm. The grouping is done to determine 

whether the polarity of reviews is positive, neutral, or negative [7]. 

Through sentiment analysis, existing opinion polarities can be collected and used to predict the public 

mood or emotional image of netizens as negative, neutral, or positive. Previous studies have used several 

methods in sentiment analysis, including Naïve Bayes (NB), Support Vector Machine (SVM), Neural Network 

(NN), and K-Nearest Neighbor (K-NN). This is based on three studies of classification methods used in 

sentiment analysis on social media such as studies [8–10]. 

The Naïve Bayes method is quite popular because of its simple, fast, and accurate model structure, 

making it widely used in big data analysis and other fields. Study [11] conducted a sentiment analysis of 

product reviews using the Naïve Bayes method and obtained an accuracy rate of 77.78%. In addition, study 

[12] achieved a high accuracy rate of 98%. Study [13] also conducted a sentiment analysis of restaurant reviews 

in Singapore and found an accuracy rate of 70%. 

Decision Tree is another commonly used method with high accuracy rates, in addition to the Naïve 

Bayes method. After comparing several methods, Decision Tree was able to produce a high accuracy rate of 

83.3% [14]. In another study, as mentioned earlier, Decision Tree was found to have an accuracy rate of 

96.83%, indicating that Decision Tree is good and accurate [15], other studies have found that the Decision 

Tree method has a perfect accuracy rate of 100% [16]. 

Study [17] also achieved higher accuracy rates for the Decision Tree and Naïve Bayes methods based 

on the dataset used. The Decision Tree and Naïve Bayes methods are recommended in study [18] as methods 

that can provide more accurate and effective predictions of early disease detection. Similarly, study [19] 

discusses public opinions on the spread of COVID-19 in commuter train passengers by comparing the Decision 

Tree method with the Naïve Bayes method. In addition to Naïve Bayes and Decision Tree methods, Support 

Vector Machine is also often used in data analysis because it is a new type of method based on statistical 

learning theory and has high accuracy. 

Study [20] conducted sentiment analysis using the Support Vector Machine method and obtained an 

accuracy rate of 93.65%. Study [21] also conducted sentiment analysis using the Support Vector Machine 

method and obtained an accuracy rate of 83%. Furthermore, study [22] conducted sentiment analysis using the 

Support Vector Machine method and obtained an accuracy rate of 96.26%. 

Study [23] combined Support Vector Machine with Decision Tree and proved that the approach 

provided better classification results in terms of f-measure and accuracy compared to without the combination. 

Study [24] compared the evaluation of Decision Tree, K-NN, Naïve Bayes, and Support Vector Machine 

algorithms with the MWMOTE technique on the UCI Dataset, which resulted in the best classification 

algorithm being Decision Tree with an accuracy of 93.73% for imbalanced data and 96.30% for balanced data 

after being processed using the MWMOTE technique. 

Various previous studies have shown that public sentiment analysis can be done using machine 

learning to understand what the public thinks about an issue and becomes a hot topic discussed on social media. 

Based on this context, a study was conducted to determine the algorithm that can produce the best classification 

from popular algorithms used, including Naïve Bayes, Support Vector Machine, and Decision Tree in 

analyzing public opinion sentiment on Twitter about Covid-19 vaccination in Indonesia. 

 

2. RESEARCH METHOD 

The research technique consists of a planned and systematic process to provide a solution to a 

problem. Figure 1 illustrates the methods that will be applied in this research. Using the sentiment dataset of 

Covid-19 vaccination in Indonesia from Drone Emprit Academic (DEA) is a good way to start the public 

sentiment classification analysis project on Covid-19 vaccination in Indonesia. Drone Emprit Academic (DEA) 

is a social media data analysis platform that collects data from various sources. The collected data is then 

analyzed and processed to provide useful information for users, such as information on social media trends and 

user behavior. Moreover, this information can be accessed free of charge by the general public. When using 

the sentiment dataset of public opinion on Covid-19 vaccination in Indonesia from Drone Emprit Academic 

(DEA), it is important to ensure that the dataset is relevant to the task at hand, and contains sufficient data to 

train and evaluate the model. The dataset includes information about tweets and sentiment labels indicating the 

feelings or opinions of netizens about Covid-19 vaccination in Indonesia. To process the data for use by 

machine learning algorithms, it may be necessary to clean the data from unnecessary characteristics such as 

punctuation, stopwords, and special characters, and encode the text to convert the text into numbers or vectors 

using the Term Frequency-Inverse Document Frequency (TF-IDF) method. After processing the data, machine 

learning algorithms, such as Naïve Bayes, Support Vector Machine, and Decision Tree C4.5, can be trained 
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with the dataset. It is important to evaluate the performance of the model using appropriate evaluation metrics, 

and to adjust the model by adjusting hyperparameters, or trying different algorithms if necessary. 

 

 
Figure 1. Research Methodology 

 

2.1.  Problem Identification 

The problem in this research is about public opinion on Covid-19 vaccination in Indonesia on Twitter 

social media. The aim of this research is to generate a sentiment polarity that indicates public opinion on Covid-

19 vaccination in Indonesia. 

 

2.2.  Data Collection 

Data collection was conducted by retrieving public opinions from the Drone Emprit Academic 

(dea.uii.ac.id) website. The search was focused on vaccination against COVID-19 in Indonesia using the 

keywords "vaccine Pfizer and Moderna". The collected data consisted of 700 public comments related to this 

study. 

 

2.3.  Preprocessing 

The collected data will undergo preprocessing first. Preprocessing is used to transform unstructured 

textual data into structured data [25]. The preprocessing process that will be performed in this study consists 

of 5 steps, namely case folding, cleaning, tokenizing, filtering, and stemming. Case folding is the first 

preprocessing step that aims to convert all document texts into a standard form (lowercase) [25]. Cleaning is 

the process of removing numbers, word separators such as commas (,), periods (.), and other punctuation marks. 

Word cleaning aims to reduce noise [26]. Tokenizing consists of cutting the input string. In this process, some 

characters (such as punctuation) are removed and spaces are used as separators to separate sentences into sets 

of words [27]. Filtering is the process of removing meaningless or unimportant words. Stemming is the process 

of finding the stem (base word) generated from stopword removal (filtering) [28]. 
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2.4  Word Embeddings 

Word Embeddings is the process of transforming words into numerical form (word vectors). Word 

Embeddings is done using Term Frequency-Inverse Document Frequency (TF-IDF) method. TF-IDF is a 

method that aims to weight the relationship between terms and documents/comments. TF-IDF also evaluates 

the importance of a word in a document. TF-IDF calculation uses a library in Sklearn python, which is 

TfidfVectorizer(). The formula for word weighting is as follows: 

 

𝑊𝑖𝑗 =  𝑡𝑓𝑖𝑗 × log (
𝑛

𝑑𝑓
)                      (1) 

 

Where wij is the term weight (tj) for the document (dj), tfij is the number of occurrences of term (tj) 

in (dj), n is the total number of documents, and dfj is the number of documents containing the term. 

 

2.5  Klasifikasi Data 

Before classifying the data, there are several things to know about data classification, including: 

1. Splitting Data 

Splitting data is used to divide the data into two parts, namely the training data and the testing data. 

In this study, the research team conducted four experiments as follows: 

Step 0 : 50% of the data used as training data and 50% as testing data. 

Step 1 : 70% of the data used as training data and 30% as testing data. 

Step 2 : 80% of the data used as training data and 20% as testing data. 

Step 3 : 90% of the data used as training data and 10% as testing data. 

 

2. Training Data 

Training data is used to train the system in this study. The purpose of the training data is to train the 

Naive Bayes, SVM, and Decision Tree classification methods so that they can learn to classify 

comments as negative, neutral, or positive. 

 

3. Testing Data 

After the Naive Bayes, SVM, and Decision Tree methods are trained, the next step is to evaluate the 

performance of these methods using testing data. Testing data is used to test the system in this study. 

The purpose of testing data is to test the Naive Bayes, SVM, and Decision Tree classification methods 

by inputting new data, then the methods will classify this new data correctly as negative, neutral, or 

positive. 

 

2.6  Sentiment Result 

After sentiment analysis, the results will show data indicating negative, neutral, and positive opinions. 

Next, the data will be visualized in the form of diagrams to generate graphs of each opinion. 

 

2.7  Model Evaluation 

To evaluate the performance of Naïve Bayes, SVM, and Decision Tree methods, it is necessary to test 

their models. The test results are displayed in the form of a confusion matrix table. At the same time, the 

accuracy value of the model is obtained by dividing the number of correct data in the classification results by 

the total data, as shown in the following equation. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑋𝑋+𝑌𝑌+𝑍𝑍

𝑋𝑋+𝑋𝑌+𝑋𝑍+𝑌𝑋+𝑌𝑌+𝑌𝑍+𝑍𝑋+𝑍𝑌+𝑍𝑍
                                    (2) 

 
The accuracy value is calculated by dividing the number of correctly classified instances by the total 

number of instances. Additionally, model performance evaluation is conducted by examining the accuracy 

value using the confusion matrix, as well as precision and recall scores for each model. After testing the test 

data, a list of classes from the test data, called predicted classes, is generated. The predicted classes are then 

compared to the actual classes of the test data, which were previously unknown. This allows for the calculation 

of accuracy, precision, recall, and f1-score values. The following are the formulas used to evaluate the model: 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
            (3) 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝐹𝑁+𝐹𝑃+𝑇𝑁+𝑇𝑃
          (4) 

 



                p-ISSN: 2614-3372 | e-ISSN: 2614-6150 

IJAIDM  Vol. 6, No. 1, March 2023:  8 – 17 

12 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
            (5) 

 
If described in a confusion matrix, it contains the results of the model testing against the dataset in the 

form of a table consisting of true and false classes. 

 

Table 1. Confusion Matrix 

True Class 
Predict Class 

Positive Negative 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (TP) True Negative (TN) 

 
Explanation: 

TP (true positive)  : positive data that are correctly predicted as positive. 

TN (true negative) : negative data that are correctly predicted as negative.  

FP (false positive) : negative data that are incorrectly predicted as positive.  

FN (false negative) : positive data that are incorrectly predicted as negative. 

 

Based on the formula above, precision, recall, and f1-score values are obtained. In this study, python 

program is used to calculate the precision, recall, and f1-score values. After obtaining the results, the 

classification method performance in each class is seen from the precision, recall, and f1-score values for each 

class. The values for precision, recall, and f1-score range from zero to one, and the higher the value, the better 

and more accurate the model is. The following table summarizes the evaluation results. 

 
Table 2. Evaluasi Model 

Classification Types Precision Recall F1-Score 

Positive ? ? ? 

Negative ? ? ? 

Neutral ? ? ? 

 
Therefore, it can be concluded that the evaluation results of the model can be seen from the precision, 

recall, and f1-score values of each class. 

 

2.8  Feature Extraction and Feature Selection 

Feature extraction is the main core of diagnosis, classification, clustering, detection, and recognition. 

In this study, the features used are divided into two groups; tweet features and class features. The feature 

selection used is AdaBoost and the feature extraction used is the TF-IDF transformation. The implementation 

process is done using Python3 program with Jupyter Notebook software to implement AdaBoost to improve 

the accuracy of the methods used. 

Testing is carried out to determine whether AdaBoost is successful in improving the accuracy of Naïve 

Bayes, SVM, and Decision Tree methods. In this test, four experiments were conducted. The experiments were 

carried out using AdaBoost-based Naïve Bayes, SVM, and Decision Tree methods. The first experiment was 

carried out by dividing the test data by 50% and the training data by 50%. The second experiment was carried 

out by dividing the test data by 30% and the training data by 70%. The third experiment was carried out by 

dividing the test data by 20% and the training data by 80%. The fourth experiment was carried out by dividing 

the test data by 10% and the training data by 90%. The results of this experiment will show the performance 

of Naïve Bayes, Support Vector Machine, and Decision Tree methods based on AdaBoost. 

 

2.9  AdaBoost Evaluation 

To evaluate the performance of Naïve Bayes, Support Vector Machine, and Decision Tree methods 

based on AdaBoost, the models were evaluated. The classification results were presented as a confusion matrix 

table. The evaluation of the model also provided the accuracy level value. The accuracy level value of the 

model was calculated by dividing the number of correctly classified data by the total data. 

Moreover, the model evaluation process also yielded the values of precision, recall, and f1-score. 

Python3 was used to calculate the precision, recall, and f1-score values in this study. After obtaining the results, 

the performance of the classification method for each class could be observed from the precision, recall, and 

f1-score values for each class. The values of precision, recall, and f1-score range from zero to one, where the 

higher the value, the better the model performance. 
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3. RESULTS AND ANALYSIS 

The dataset used in this study is a public data sourced from Drone Emprit Academic (DEA) accessed 

for 3 months (August-October 2021). The dataset consists of 700 tweets on social media Twitter about 

vaccines. 

Before the data is analyzed, a data preprocessing stage is conducted which includes removing null or 

empty data, converting all text in the document into a consistent letter format, converting all sentences in the 

document into units of words, removing irrelevant words, URLs, or symbols, removing words with prefixes 

and suffixes, and transforming the data to fit the algorithm's requirements. 

 

Table 3. The result of text representation using tf-idf 

Document index Word index Weight 

0 795 0.3697612450197021 

0 1729 0.3697612450197021 

0 1875 0.36095470381707717 

0 1340 0.35318678395874953 
0 1292 0.11544010027963734 

0 1494 0.09161880126751445 

0 2076 0.13227904828145906 
0 2039 0.5770000466860385 

0 396 0.3152408901204811 
1 63 0.34937995202670064 

1 183 0.25238352128791863 

1 80 0.3035117037257312 
1 960 0.311856610503672 

1 387 0.27000017791326614 

1 717 0.3035117037257312 
1 600 0.3217265403460804 

1 1198 0.3035117037257312 

1 517 0.2229550411156791 

1 935 0.18631195864170447 

1 2078 0.35618795959403693 

1 2110 0.21052708869751274 
1 1494 0.07520360459769337 

1 2076 0.05428940952016844 

2 1382 0.4483043690068737 
… … … 

699 1332 0.6596854824792299 

699 1857 0.45539520557669205 
669 948 0.5256600323661662 

699 1292 0.1872634712812819 

699 2076 0.21457910811724853 

 

After preprocessing the data into the appropriate format, the dataset consisted of 700 data points. Next, 

we implemented the Naive Bayes, Support Vector Machine, and Decision Tree models, and tested them based 

on several stages of data splitting, using feature extraction and feature selection. 

The results of this study on four data splitting ratios, namely 50:50, 70:30, 80:20, and 90:10, using 

feature selection are presented in the following table and comparison graph. 

 

Tabel 4. Comparison of Test Results of Methods based on Accuracy with Feature Selection 

Splitting 

Data 

Without K-Fold Cross 

Validation 
With K-Fold Cross Validation 

Accuracy Improvement with 

Adaboost 

Naïve 
Bayes 

SVM 
Decision 

Tree 
Naïve 
Bayes 

SVM 
Decision 

Tree 
Naïve 
Bayes 

SVM 
Decision 

Tree 

50 : 50 0,7 0,69 0,71 0,69 0,7 0,72 0,7 0,7 0,69 

70 : 30 0,72 0,71 0,74 0,68 0,72 0,64 0,72 0,72 0,71 

80 : 20 0,73 0,71 0,76 0,7 0,73 0,78 0,74 0,73 0,71 
90 : 10 0,71 0,72 0,77 0,71 0,81 0,66 0,76 0,71 0,72 

 
In the table and graph above, the comparison results are shown using feature selection, where the 

highest accuracy obtained is 0.81 with a 90:10 data splitting ratio using the AdaBoost Naïve Bayes method. 

The following are the results of this study for four data splitting ratios of 50:50, 70:30, 80:20, and 90:10 without 

using feature extraction, presented in the following table and comparison graph. 
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Figure 2. Graph of Comparison Results of Method Testing based on Accuracy with Feature Selection 

 
Table 5. Comparison of Test Results of Methods based on Accuracy without Feature Extraction 

Splitting 

Data 

Naïve 

Bayes 

Naïve 
Bayes + 

K-Fold 

Naïve 
Bayes + 

Adaboost 

SVM 
SVM + 

K-Fold 

SVM + 

Adaboost 

Decision 

Tree 

Decision 
Tree + K-

Fold 

Decision 
Tree + 

Adaboost 

50 : 50 0,6886 0,6886 0,7 0,7057 0,7343 0,7171 0,6829 0,69 0,72 
70 : 30 0,7143 0,7061 0,7238 0,7762 0,7510 0,6381 0,7286 0,7 0,73 

80 : 20 0,7214 0,7143 0,7286 0,7643 0,7643 0,7643 0,7143 0,7196 0,7143 

90 : 10 0,8 0,7175 0,8143 0,8286 0,7619 0,6571 0,7857 0,7016 0,7857 

 

 
Figure 3. Graph of Comparison Results of Method Testing based on Accuracy without Feature Extraction 

 

The table and graph above show the comparison results using feature extraction, where the highest 

accuracy achieved is 0.8157 with 90:10 data splitting using AdaBoost Naïve Bayes. Here are the results of this 
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study for four data splitting ratios, namely 50:50, 70:30, 80:20, and 90:10 with feature extraction, presented in 

the following table and graph. 

 

Table 6. Comparison of Test Results of Methods based on Accuracy with Feature Extraction 

Splitting 

Data 

Naïve 

Bayes 

Naïve 
Bayes + 

K-Fold 

Naïve Bayes 

+ Adaboost 
SVM 

SVM + 

K-Fold 

SVM + 

Adaboost 

Decision 

Tree 

Decision 
Tree + K-

Fold 

Decision 
Tree + 

Adaboost 

50 : 50 0,6943 0,6943 0,7029 0,7143 0,7257 0,3571 0,7257 0,7086 0,74 

70 : 30 0,7286 0,7122 0,7286 0,7810 0,7490 0,7426 0,7238 0,7061 0,7190 
80 : 20 0,7429 0,7143 0,7286 0,7714 0,7643 0,7643 0,7 0,7214 0,7143 

90 : 10 0,8143 0,7175 0,7714 0,8286 0,7587 0,6714 0,7714 0,7048 0,7714 

 

 
Figure 4. Graph of Comparison Results of Method Testing based on Accuracy with Feature Extraction 

 

From the table and graph above, it can be seen that the highest accuracy obtained without using feature 

extraction is 0.8286 with a 90:10 data splitting ratio using the SVM method. Here are the results of this study 

on four data splitting ratios, namely 50:50, 70:30, 80:20 and 90:10 using feature extraction, presented in the 

following table and comparison graph. The results of sentiment analysis are in the form of negative, neutral, 

and positive opinion categories. For more details, please refer to the table below. 

 

Table 7. Distribution of Public Opinion Categories 

Category Count 

Negative 118 

Neutral 15 
Positive 217 

 
Based on the table above, the public opinion shows a higher positive value of 217 in the research data. 

The word 'vaccine' has the highest frequency of appearance, followed by 'Pfizer', 'Moderna', 'AstraZeneca', 

'COVID', 'Indonesia', 'dose', and 'vaccination'. The results indicate that the positive category is more dominant 

than neutral and negative categories. 

 

4. CONCLUSION 

Based on the implementation, testing, and evaluation conducted in the previous chapters, it can be 

concluded that the government's COVID-19 vaccination program has received a positive response. This can 

be seen from the sentiment analysis of COVID-19 vaccination data with a test data of 350 for the three 

algorithms, namely Naïve Bayes, SVM, and Decision Tree. From the three algorithms used for classification 

with 700 vaccine data, it can be concluded that the SVM algorithm outperforms the other four Splitting Data. 

This indicates that SVM is the best algorithm to use for classification on vaccine data. 
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In the experiment with the Naïve Bayes algorithm with accuracy improvement using Feature Selection 

Adaboost, there was an increase in accuracy for each splitting data. This indicates that Adaboost is an effective 

Feature Selection technique for the Naïve Bayes algorithm. Using Feature Extraction on the Naïve Bayes 

algorithm, two splitting data outperformed, namely Naïve Bayes pure and Naïve Bayes + Adaboost. This 

indicates that Feature Extraction can improve the performance of the Naïve Bayes algorithm on vaccine 

datasets. For three splitting data with Feature Extraction of the SVM algorithm, it can be concluded that pure 

SVM outperforms in accuracy. This indicates that Feature Extraction does not always improve the performance 

of the SVM algorithm on vaccine datasets. For two splitting data with Feature Extraction using the pure 

Decision Tree algorithm and Decision Tree + Adaboost, the accuracy outperforms. This indicates that the 

Decision Tree can be used for classification on vaccine datasets effectively. 

Overall, the testing and evaluation results show that the SVM algorithm is the best algorithm to use 

for classification on vaccine datasets with the highest accuracy. However, Naïve Bayes and Decision Tree can 

also be used as alternatives if SVM cannot be used. Additionally, the use of Feature Selection and Feature 

Extraction techniques can improve the performance of all three algorithms on vaccine datasets. 
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