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 Proficiency in English is not a barrier for the Millennial Generation 

today. Sophisticated technology can also help to increase proficiency 

in English. However, there are still many who do not use this 

technology to support English proficiency. Apart from not using 

technology, the millennial generation is also lacking in practicing 

English in everyday life. There are several factors that can predict the 

potential for increasing proficiency in English, namely Reading (C1), 

Practice (C2), Pronunciation (C3), Environment (C4), Technology 

(C5), English Club (C6), and Listening (C7). These factors become 

parameters in solving problems that occur. These parameters are used 

in Data Mining method, namely Classification C4.5 or what is often 

called C4.5 Algorithm. This study aims to determine the potential for 

increasing proficiency in English. The data processed in this study 

were 90 respondents from the results of  questionnaire data distributed. 

The software used in the processing is WEKA 3.8.6 Software. The 

processing steps are to calculate the Entropy value and Gain value of 

each attribute, form the root node (node) based on the highest gain 

value and form a decision tree. The results of the discussion on the 

Weka 3.8.6 software, the data accuracy rate is 90 % or 81 data and the 

error rate is around 10 % or 9 Data. From the data of 90 respondents, 

the factors that influence the potential for increasing proficiency in 

English are Practice (C2). 
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1. INTRODUCTION 

The nation's Millennial generation is now increasingly advanced. Various facilities that can be used 

in communication. In communicating, a good and correct language of instruction is needed. Besides Indonesian 

as the language of instruction, English should also be adopted more fluently by today's generation. English is 

also the most dominant international language. In addition, English is also one of the compulsory subjects in 

every State and Private Universities. This shows that English is one of the indicators of one's success in 

supporting a career in the world of work. The results of observations found in the field, are still minimal in the 

use of English to support communication. Therefore, it is necessary to investigate what factors can increase the 

potential for proficiency in English. One of the causes of the lack of use of English is the arrangement between 

English and Indonesian. Of course, making English the biggest scourge in its use.  

Various branches of computer science that can be used in solving complex problems such as Data 

Mining [1], Expert Systems [2], Fuzzy Logic [3], Artificial Neural Networks [4] and others [5]. Based on the 

problems being faced, the researcher uses a classification algorithm in solving problems to predict the potential 



IJAIDM p-ISSN: 2614-3372 | e-ISSN: 2614-6150  

 

Potential for Improvement of Student's English Language with … (Andesti et al) 

67 

for increasing English language for STMIK Indonesia Padang students, especially for class 1 INF, 4 SI A and 

4 SI B. The predictions are made using the data mining classification method, namely the C45 algorithm [6]. 

The C4.5 algorithm data is taken based on the respondent's data to classify which factors have the most 

influence on the potential for increasing English language in students. The use of C4.5 Classification is in the 

form of levels from Root to Leaf in a Hierarchical manner. Many related researchers have used the C4.5 

Algorithm to solve problems faced by researchers, among others, which was carried out with the research title 

A Modified C4.5 Classification Algorithm: With The Discretization Method in Calculating the Goodness Score 

Equivalent which is done by author J. S. Mapa, A. Sison, and R. P. Medina . In this study it is explained that 

The experimental results reveal that the C4.5 algorithm is an effective solution in calculating the goodness 

score as well as being the best solution compared to the traditional search score formula [7].  

In a study entitled Classification of Diabetes Dataset with Data Mining Techniques by Using WEKA 

Approach which is done by author K. Alpan and G. S. Ilgi explained about This study discusses that there are 

many health problems that can be solved by the classification method because the classification method 

produces knowledge accurately and efficiently [8]. The results show that all data mining methods work with 

an accuracy rate of 86% and K-NN performs the highest accuracy of 98.07%, thus an effective classification 

method for solving the problem. In a study about C4.5 Decision Tree against Neural Network on Gait Phase 

Recognition for Lower Limp Exoskeleton Two IMUs and two FSR sensors are used for detecting human leg 

motion. The algorithms are trained by 3 different sizes of training pattern. The test dataset of 8 different walking 

speeds are used to verify the algorithms. The average percentages of CSR are compared among training dataset 

and algorithms[9]. The results show that C4.5 algorithm yield higher success rate than NARX at 10,000 training 

patterns and larger. Based on this, it is hoped that the goal can be achieved, namely to analyze the prediction 

of the potential for English Language improvement that can contribute to students in analyzing the attributes 

that most influence the improvement in English. 

 

2. RESEARCH METHOD 

2.1 Literatur Review 

2.1.1 Data Mining 

Data mining is a procedure designed to extract added value from a data set in the form of: previously 

unknown information. Therefore, data mining becomes the basic technique turn the data into information. Data 

mining is a data analysis technique based on statistical application which aims to extract information. 

According to Han and Kamber (2006), data mining is defined as "analysis" of observational data sets to find 

unexpected relationships and to summarize data in new ways that are understandable and useful to data owners. 

Data mining techniques fall into two categories: supervised learning and unsupervised learning, and data 

mining algorithms can be grouped into five categories: clustering, association rules, outlier detection, 

classification, and prediction[10]. With data mining, large amounts of data can be used for other useful things 

information. Information and knowledge obtained can be used in many fields, such as business management, 

education, health and so on[11]. Data mining can perform work such as estimating and classifying group 

data[12].  

Data mining is also known as pattern recognition which is an algorithm used for new knowledge that 

comes from old data, the result of data processing in order to find hidden patterns from the processed data. 

Data mining has several functions, namely[5]: 

a) Function description (Description) 

b) Functiom estimation (estimation) 

c) Function prediction (Prediction) 

d) Function classification (Classification) 

e) Function groupping (Classification) 

f) Function assocation (Association) 

 

  Data mining actually has long roots from fields of science such as artificial intelligence, machine 

learning, statistics and databases [11]. The various data mining techniques are [11] (Figure 1). 

  There are many techniques in data mining that can provide solutions in solving a problem in various 

fields. In this study, the data mining technique used is predictive. which predicts the potential for improving 

students' English skills. 

 

 

 

 

 

 



                p-ISSN: 2614-3372 | e-ISSN: 2614-6150 

IJAIDM Vol. 5, No. 2, September 2022:  66 – 75 

68 

 
Figure 1. Data Mining Techniques 

 

2.1.2 Knowledge Discovery In Databases (KDD) 

 Knowledge Discovery In Databases (KDD) is the entire non-trivial process of finding and identify 

patterns (patterns) in the data, where patterns found are valid, new, can be useful and understandable[11]. KDD 

is related to technique integration and scientific discovery, interpretation and visualization of the patterns of a 

number of data sets[11]. The following are the stages of KDD [11]:  

 

 
 

Figure 2. KDD Stages 

 

The most difficult and time consuming part of the KDD system is the data preparation process. In one 

study it was shown in a study that 60% of the time for compiling a KDD system goes into preparing data for 

mining while the actual mining process consumes only 10%[10]. 

 

2.1.3 C4.5 Algorithm 

The C4.5 algorithm is considered a very helpful algorithm in classifying data because the 

characteristics of the classified data can be obtained clearly, both in the form of structure decision trees and if-

then rules, making it easier for users to diginformation on the relevant data. The selection of attributes also 

greatly influences the Algorithm processing C4.5 because the decision is very dependent on the selected 

attribute [13]. The C4.5 algorithm uses the J48 rule which determines the related attributes in dealing with the 

problem and at the same time managing the pruning. Utilization of the C4.5 Algorithm using the Divide and 

Conquer method to determine the decision tree in the application of the binaryization process to the data so 

that there is an increase in the estimated error and speed [14]. Decision Tree is used as a reasoning procedure 

to get a solution to the problem at hand. The tree structure in the C4.5 Algorithm contains internal nodes that 

describe the attributes, each branch represents the results of the tested attributes and the leaf describes the class.  
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Many researchers have used the C4.5 algorithm to solve the problems they faced, including those carried out 

with the research title RapidMiner and Weka Analysis in Predicting the Quality of Employee Performance 

Using the C4.5 Algorithm Method. This researcher explains that the C4.5 algorithm is expected to be able to 

provide solutions and can help predict the quality of employee performance[15]. The use of the c45 algorithm 

has the concept of entropy which selects attributes recursively until no branches are tested [16]. 

 

The Entropy formula in the C4.5 Algorithm is as follows [17]: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ − 𝑝𝑖𝑛
𝑖=0 ∗  𝑙𝑜𝑔2 𝑝                                                        (1) 

 

Explanation: 

S  : Case Collection 

N  : Number of Partitions S 

Pi : Proportion of Si to S 

 

The formula to find the Gain value is as follows [17]: 

 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 𝑆 − ∑
|𝑆𝑖|

|𝑆|

𝑛

𝑖=0
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠)                (2) 

Explanation: 

S  : Case Collection 

A  : Attributes 

N  : Number of Attribute Partitions A 

| Si | : Number of Cases on partition i 

| S : Number of Cases in S 

Pi : Proportion of Si to S 

 

2.1.3  WEKA 

Weka is an open source data mining tool which has the advantage that there are algorithms and 

machine learning, it is not too complicated to use and is up to date so that the Weka application helps companies 

in the business world, academics and health sector agencies. The success of data mining is based on high-

quality data collection, the use of appropriate models and algorithms [18]. Weka is able to solve real-world 

data mining problems, particularly the classification underlying machine learning approaches[11]. 

 

2.2    Methodology 

The Research Method Is A Way or Procedure With Clear And Systematic Stages With The Purpose 

Of Carrying Out The Process Of Solving The Problem That Is Being Researched. The stages carried out in this 

research can be seen in the following Figure 3 [14]. 

 

The description below will explain the Figure 3: 

a. Data Collection 

Data were obtained from the results of questionnaire respondents distributed in STMIK Indonesia 

Padang, especially 2SIA and 1INFA students. The tables included depend on the data to be used in 

this study, namely Reading, Practice, Pronounciation, Environment, Technology, English Club, and 

Listening. 

 

b. Pre-Processing 

At this stage, after the data is collected, the preprocessing process is carried out which will be used 

for testing with the WEKA Application. 

 

c. Data Cleaning 

Data cleaning is carried out with the aim of cleaning data so that when all attributes are selected they 

do not experience a missing value, missing value or redundancy value because the results of the data 

mining process can be clean from errors in data processing. 

 

d. Data Integration 

After cleaning the data, the cleaned data is integrated into one file as a dataset that will be used in the 

data mining analysis process, namely the predictive potential factor data for increasing English 
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Language. In this study, data integration from a number of tables involved was carried out using 

Structured Query Language (SQL) and the results were stored in a single file in CSV format. 

 

 
Figure 3. Research Method 

 

e. Data Transformation 

The data obtained is based on the respondents' answers and then analyzed so that it can produce 

information. The information is converted into a data transformation.  Data transformation is done to 

convert data into values with a certain format. Data that has been in a certain format is divided into 

small groups. Reading data is divided into 3 groups, namely "Very Good" and "Good". Practice is 

divided into “Can” and “Can't”. Pronounciation is divided into “Influential” and “Less Influential”. 

Environment is divided into “Yes” and “No”. Media is divided into “Media” and “Not using media”. 

English Club is divided into “Following” and “Unfollowing” and Listening is divided into “Yes” and 

“No”. 

 

3. RESULTS AND ANALYSIS 

Transformation data that has been changed is data that has been converted through several stages, 

starting from Data collect, Data Preprocessing, Data Cleaning, Data Integration to the Data Transformation 

stage. The classification process uses data mining tools WEKA 3.8.6. The data tested using data from STMIK 

Indonesia Padang students, especially students of 2SI A, 2 SIB and INF1. The training model for work 

estimation is k-fold cross-validation with a 10-fold value. The J48 method used in the C4.5 algorithm 

classicization process. The test is carried out using a confusion matrix, which is based on accuracy, precision, 

and recall value. The data carried out in the training process are 90 records. Using 7 criteria, among others 

Reading (C1), Practice (C2), Pronunciation (C3), Environment (C4), Tecnology (C5), Listening (C6), and 

English Club (C7). The results of the performance measurement of each classifier are obtained as follows: 

 

Table 1. Accumulated Data 

Reading Practice Pronunciation Environment Teknologi Listening Englishclub Potency 

Very Good Can Influential Conducive Media Yes Follow Increase 
Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 
Very Good Can Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 
Very Good Can Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 
Very Good Can Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can Influential No kondusif No Media Yes No Follow Decrease 
Very Good Can Influential No kondusif No Media Yes No Follow Decrease 
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Reading Practice Pronunciation Environment Teknologi Listening Englishclub Potency 

Good Can Influential Conducive No Media Yes No Follow Increase 

Good Can Influential Conducive No Media Yes No Follow Increase 
Good Can Influential Conducive No Media Yes No Follow Increase 

Good Can Influential Conducive No Media Yes No Follow Increase 

Good Can Influential Conducive No Media Yes No Follow Increase 
Good Can Influential Conducive No Media Yes No Follow Increase 

Good Can Influential Conducive No Media Yes No Follow Increase 

Good Can Influential Conducive No Media Yes No Follow Increase 
Good Can Influential Conducive No Media Yes No Follow Increase 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 
Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 
Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Good Can’t Influential Conducive No Media Yes No Follow Decrease 

Very Good Can’t Less Influential No kondusif No Media Yes No Follow Decrease 
Very Good Can’t Less Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can’t Less Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can’t Less Influential No kondusif No Media Yes No Follow Decrease 
Very Good Can’t Less Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can’t Less Influential No kondusif No Media Yes No Follow Decrease 

Very Good Can’t Less Influential No kondusif No Media Yes No Follow Decrease 
Very Good Can’t Less Influential No kondusif No Media Yes No Follow Increase 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 
Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 
Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 
Very Good Can Influential No kondusif Media Yes Follow Increase 

Very Good Can Influential No kondusif Media Yes Follow Increase 

Very Good Can Influential No kondusif Media Yes Follow Increase 
Very Good Can Influential No kondusif Media Yes Follow Increase 

Very Good Can Influential No kondusif Media Yes Follow Increase 

Very Good Can Influential Conducive Media Yes Follow Increase 
Very Good Can Influential Conducive Media Yes No Follow Increase 

Very Good Can Influential Conducive Media Yes No Follow Decrease 

Very Good Can Influential Conducive Media No Follow Increase 
Very Good Can Influential Conducive Media No Follow Decrease 

Very Good Can Influential Conducive No Media Yes Follow Increase 

Very Good Can Influential Conducive No Media Yes Follow Decrease 
Very Good Can Influential No kondusif Media Yes Follow Increase 

Very Good Can Influential No kondusif Media Yes Follow Decrease 
Very Good Can Less Influential Conducive Media Yes Follow Decrease 

Very Good Can Less Influential Conducive Media Yes Follow Decrease 

Very Good Can’t Influential Conducive Media Yes Follow Increase 
Very Good Can’t Influential Conducive Media Yes Follow Decrease 

Good Can Influential Conducive Media Yes Follow Increase 

Good Can Influential Conducive Media Yes Follow Decrease 
Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 
Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 
Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can Influential Conducive Media Yes Follow Increase 
Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can Influential Conducive Media Yes Follow Increase 
Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

Very Good Can Influential Conducive Media Yes Follow Increase 
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Reading Practice Pronunciation Environment Teknologi Listening Englishclub Potency 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 
Very Good Can Influential Conducive Media Yes Follow Increase 

Very Good Can’t Less Influential Conducive No Media Yes Follow Decrease 

 

The preprocessing results obtained are then processed into a decision tree using WEKA software to 

determine the potential for improving students' English skills, as for the decision tree image as Figure 4. 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 4. English Improvement Potential Decision Tree 

 

Based on the results of the decision tree, the classification of the potential for improving students' 

English skills, that the attribute that has the main influence in obtaining predictions of the potential for 

increasing English proficiency is the practice variable (C2) which occupies the root node as shown in the 

following figure with The results of the validation using the C4.5 algorithm with the weka tools are shown in 

the Summary section. The rules that can be formed from the decision tree in Figure 4 are as follows:  

 
“IF Practice= Can AND Environment= Conducive AND Pronounciation= Influential THEN class= Increase” 

“IF Practice= Can AND Environment= Conducive AND Pronounciation= Less Influential THEN class= Decrease” 

“IF Practice= Can’t, THEN class= Decrease” 
“IF Practice= Can AND Environment= No Conducive AND Teknologi= Media THEN class= Increase” 

“IF Practice=Can AND Environment= No Conducive AND Teknologi= No Media THEN class= Decrease” 

 

From the sample data with 90 records the number of rules formed is 6 rules. The next stage is the 

processing of data from the results obtained from the C4.5 algorithm. The results of the classification can be 

seen as Figure 5. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 5. Output Classification 
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Based on these results, the researcher conducted data testing using the WEKA software to see the 

suitability of the method used with the case being studied. Based on the calculation results obtained an accuracy 

of 90%. This can explain that the C4.5 method can be applied to the potential for improving students' English 

skills. The following are the results of calculations using the WEKA software. 

 

 
 

Figure 6. Accuracy Weka Software 

 

4. DISCUSSION 
The results shown in Figures 4 and 5 show 90 processed data where the accuracy obtained for all data 

is 90%. Weka is a software that provides data miners to see the predictions of the potential for increasing 

English proficiency in students. In addition to the overall accuracy percentage of the classifier, the model output 

also provides detailed accuracy by class. The detailed accuracy description includes the true positive rate (TP 

Rate). False positive rate (FP Rate), precision (percentage of instances actually divided by total classified 

instances), recall (proportion of instances classified as a particular class divided by actual total), F-measure (a 

measure that combines precision and recall value) ). As mentioned earlier, the overall average accuracy of the 

model is 90%, because there are 2 classes in predicting the potential for improving English proficiency, it is 

necessary to explore the accuracy of each class. The TP level for the “increasing” class is 94.4% while the TP 

level for the “decreasing” class is 87% (Table 2 and Table 3). 

 

Table 2. Detailed Accuracy By Class 

Weighted 
Avg 

TP Rate FP Rate Precision Recall F-Measure MCC 
ROC 

Area 

PRC 

Area 
Class 

0.944 0.130 0.829 0.944 0.883 0.802 0.881 0.776 INCREASE 

0.870 0.056 0.959 0.870 0.913 0.802 0.881 0.916 DECREASE 

0.900 0.085 0.907 0.900 0.901 0.802 0.881 0.860  

 

Table 3. Confusion Matrix 

a b Classified as 

34 2 INCREASE 

7 47 DECREASE 

 

From the information in Table 2 and Table 3, the process of calculating the average percentage of 

success accuracy and error rate will then be carried out as follows: 

 

    Accuracy =
Many Correct Predictions

a total of Many Predictions 
= 

f11+f00

f11+f10+f01+f00
    (3) 

 

Error Rate =
Many Wrong Prediction

a total of many wrong predictions
= 

f10+f01

f11+f10+f01+f00
   (4) 

 

Accuracy = 
34+47

34+2+7+47 
 = 0,9 

 

Persentase accuracy = 0,9 x 100%= 90 % 

 

Error Rate =
2+7

34+2+7+47 
= 0,1 

 

Persentase accuracy = 0,1 x 100%= 10 % 

 

Data mining analysis with the C4.5 algorithm can be used on data sets predicting the potential for 

improving students' English skills which have an accuracy value of 90% while the error rate for the data set is 
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10%.. This shows that the C4.5 algorithm can be used on the data set of potential students' English proficiency. 

This research provides 3 contributions to existing research. The first is to apply the KDD model in applying 

the prediction of the potential for increasing English proficiency in students. The second is to apply 7 attributes 

as model input. The previous study only used 5 attributes as input for a predictive model for the potential for 

improving students' English proficiency. The third contribution is to apply three steps of data mining 

techniques, namely prediction feature selection and classification. 

 

5. CONCLUSION 

The research uses a classification algorithm, namely the C4.5 algorithm using a dataset of Informatics 

and Information Systems students at STMIK Indonesia Padang. This research is only limited to statistical 

analysis or based on data in the field, so external factors are needed that can be used as additional attributes. In 

addition, it is necessary to re-identify other attributes that affect the potential factor for increasing proficiency 

in English in the form of a questionnaire distribution. Based on the results of the research conducted, it can be 

concluded that the application of the C4.5 classification to the improvement of English proficiency attributes 

that are used as potential improvements include: Reading, Practice, Pronounciation, Environment, Technology, 

English Club, and Listening. The results of the calculation of the attributes that have the most influence on the 

potential for improving English are Practice (C2). Testing was also carried out using the WEKA software and 

obtained an accuracy of 90 %. 
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