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 Study program performance can be seen from the achievement of 

accreditation status, where one of the assessment instruments related 

to the graduate profile is the study length. Graduation on time is one 

indicator of student’s success in obtaining a bachelor's degree and is 

an important attribute, because by being able to predict the period of 

study, universities can minimize student graduation failures by making 

more intensive planning, study escort, and guidance. Data mining 

classification techniques can be used to predict students graduation on 

time. Many data mining classification algorithms can be used, so it is 

necessary to make comparisons to determine the level of accuracy of 

each algorithm. The algorithms that will be compared in this study are 

C4.5, K-Nearest Neighbor, Naive Bayes, and Random Forest. The data 

used were 2,022 graduates from Informatics Engineering and 

Information Systems Undergraduate Study Programs of STMIK 

Mikroskil Medan from 2011 to 2014, in which the attributes used 

include gender, region of origin, study time, grade of entrance 

examination, and Grade Point Average (GPA). The results of the 

classification process are evaluated using cross validation and 

confusion matrix to determine the most accurate data mining 

classification algorithm for predicting students graduation on time, 

where the K-Nearest Neighbor and Random Forest algorithms have 

the highest accuracy of 72,651%, followed by the C4.5 algorithm of 

72,453%, and the Naïve Bayes algorithm of 71,860%. 

Keyword: 

C4.5 

Data Mining Classification 

K-Nearest Neighbor 

Naïve Bayes 

Random Forest  

Timely Graduation 

Copyright © 2021 Puzzle Research Data Technology 

 

Corresponding Author:  

Gunawan  

Department of Informatics Engineering, 

STMIK Mikroskil, 

Jl. Thamrin No. 112 Medan, Sumatera Utara, Indonesia. 

Email: gunawan@mikroskil.ac.id 

DOI: http://dx.doi.org/10.24014/ijaidm.v4i2.10833 

 

1. INTRODUCTION 

The process of digitizing the flow of information that flows quickly is tailored to the needs of today's 

users. Continuity of business processes in companies and higher education requires the use of a lot of data. In 

the field of education, many users use the internet to get good quality information. Students get a digital 

learning process that is getting faster through the support of internet technology so they can attend lectures 

well. In addition, students can monitor and evaluate their learning methods so that the level of knowledge 

absorption is higher. In fact, parents are able to keep up with the development of student knowledge and 

learning experiences that are better and more actual. With the development of information technology, there 

are many forms of education that encourage students to be better prepared for the increasingly advanced 

industrial revolution. From the use of e-learning media, academic portals, e-mail, to the application of higher 

education which is facilitated by the internet, it is able to develop the potential of students which will later 

affect the community. 
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The higher the implementation of information technology followed by the student learning process, 

the higher the level of educational data storage that is accessed every time. Every educational institution in 

every country has different curriculum rules and must be followed by each student. Curriculum items followed 

by students are stored and managed in an academic database. The academic database has the distribution or 

distribution of information for each attribute that is related to the student entity. Academic databases not only 

store Grade Point Average (GPA) scores per semester and Grade Point Average (GPA) scores, but also store 

data to support other student performance and consider the attributes of student entities, such as gender, age, 

interest in learning, and so on. Seeing the importance of student attributes in each semester for the timeliness 

of completing the study period, the concept of data mining is needed to process the data. 

The use of EDM is very important to deal with current education problems. Students have difficulty 

learning something new through curriculum changes. Academic procedures that must be adjusted to the 

achievement of student goals can be one of the obstacles to education. The distribution of knowledge and 

experience of each lecturer varies which can cause students to be unable to respond as a whole. Differences in 

student potential and competence that are not explored effectively and the less controlled control of the learning 

system can have a negative impact on student characteristics. As a result, the GPA scores obtained by students 

per semester have decreased significantly. Changes in lecture rules experienced by students will later affect the 

graduation rate on time. This will have a negative effect on student performance. Therefore, it is necessary to 

implement EDM in academic databases to determine the best estimate of the pattern of students passing on 

time. With the EDM to predict the timely graduation rate of students who are collected, detected, and measured 

at a certain time, so that it will approach the actual value of the accumulated value of student performance. The 

form of transformation of student academic data can produce educational patterns for the use of case 

simulations as a standard or better curriculum rule. It is very important to do EDM processing to predict the 

passing rate on time to determine how high the student's performance is. 

Prediction techniques for student graduation on time that consider student entities in each semester 

can use the classification method. The results of calculating the predictions of graduation on time can provide 

new opportunities for educational institutions to minimize student laziness in completing their studies. The 

classification method is a predictive technique that utilizes machine learning to retrieve sensitive data that is 

directly related to the entity [1][2]. Classification can be used for the filtering process of large, unprocessed 

data sets resulting in an estimated value as an intelligible representation form accurately [3][4][5]. 

Classification technique consists of a training part which involves a training set containing all the attributes 

and classes as well as a testing part that defines a new class record for an unknown attribute pattern [6][7]. 

There are several algorithms in the implementation of classification techniques, such as Decision Tree, Naïve 

Bayes, Rule-Based, Neural Network, Support Vector Machine, K-Nearest Neighbor, Random Forest, Random 

Tree, and so on [6][8][9][7][4][10]. Classification can also be used to predict failure rates that may occur during 

system implementation [11]. 

Based on the description above, there are many data mining classification algorithms that can be used, 

but not all of these algorithms have good performance, so it is necessary to make comparisons to determine the 

level of accuracy of each algorithm. The results of the predictions made by each algorithm differ depending on 

the determination of the multi-attribute class. This study focuses on comparing the performance of the C4.5, 

K-Nearest Neighbor, Naïve Bayes, and Random Forest classification algorithms to predict students' timely 

graduation using case studies of academic data from graduates of the STMIK Mikroskil Informatics 

Engineering and Information Systems Undergraduate Study Programs. 

 

2. METHODOLOGY 

Research methodology is a method used to carry out the steps to be carried out in research and writing, 

because it reflects the interrelation of the steps so that writing will be easier, more directed, and systematic. 

The stages carried out in this study can be seen in the following figure. 

 

Data Collection

Preprocessing

(Data Cleaning, Data 

Integration, dan Data 

Transformation)

Classification on WEKA with 

10-fold Cross Validation

(C4.5, K-Nearest Neighbor, Naïve 

Bayes, and Random Forest)

Comparison of Algorithms 

Performance Based On 

Accuracy, Precision, and Recall

Analysis of Test Results

 

Figure 1. Research Design 
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2.1.  Literature Review 

2.1.1. Data Mining and EDM 

Data mining is part of the Knowledge Discovery in Database (KDD) which has a process of 

exploitation and extraction of large data sets that are formulated into a format so that they can be processed in 

more detail [12][8][13]. Data mining has a supervised nature that is in line with the model and data type for 

analysis needs and unsupervised properties that form a pattern according to the type of data used [12]. In 

general, data mining has two categories of tasks, namely descriptive and predictive tasks, where predictive 

modeling is more suitable for determining target variables from a set of unknown data [8][14][15]. Data mining 

is more effective at finding patterns and capturing consumption trends to support organizational decision-

making processes [16][17]. There are data mining techniques that can be used to form information building, 

such as decision trees, neural networks, clustering, sequence mining, regression, relationship mining, 

descriptive statistics, visualization, and so on [12][15][18]. 

In the education world, performance, knowledge, or predicted values have an important role as one of 

the attributes of the student entity through the management of Educational Data Mining (EDM) [18]. EDM is 

taken from academic databases which can be processed further to predict the timely graduation of each student. 

The digital learning process and the provision of online student assignment instructions allow for optimal EDM 

in data collection. The curriculum improvement per semester and each grade given by the lecturer is an 

important factor in calculating the prediction of graduation on time. In addition, the involvement of student, 

lecturer, and administrative support entities has different EDM perspectives which are further analyzed to 

produce knowledge of the prediction of passing scores close to the actual value [9][10]. Just like data mining 

in general, EDM consists of preprocessing, data mining, and post-processing processes with the scope of 

improving student and domain models, learning software skills, and scientific research that focuses on the 

learning process [15][18]. This facilitates the prediction technique of student graduation on time which refers 

to an increase in student academic performance [21].  

 

2.1.2. C4.5 Algorithm 

The C4.5 algorithm is a continuation of the Iterative Dichotomiser (ID3) and the application of a 

decision tree with a heuristic technique approach in the form of quantitative and categorical data 

[12][8][21][22]. This algorithm makes use of the J48 rule that determines the related attributes in dealing with 

problems and setting pruning parameters on and off [12][23][24]. The C4.5 algorithm utilizes the divide and 

conquer method for decision tree fit construction and applies the binarization process to the data partition so 

that there is an increase in the estimated error and speed [19][10][25]. As part of a supervised algorithm, C4.5 

considers a subset of training, input, and output expectations, as well as optimizing the resulting solutions 

[19][3][22]. For the calculation of the C4.5 algorithm, it is determined from the gain ratio value which is 

concerned with the position of the node [4][25][26][27][28][29]. In the calculation formulation, the gain 

information also considers the missing attribute value and performs splitting of several attributes, weighting 

the characteristics of user interest, and other similarities of attributes [3][22][23].   

 

2.1.3. K-Nearest Neighbor Algorithm 

K-Nearest Neighbor (KNN) classification is the simplest and easiest learner algorithm for managing 

datasets [26][30][31][32]. KNN can produce more detailed estimation pattern data and matters relating to 

tertiary education [33]. When executing the algorithm, there is a memory-based technique that determines the 

weight of the training point as the top priority and emphasizes the distance traveled between the data points 

being examined [3][26][34][35]. The pseudo code to process the KNN of training data [3][32][34]: 

1. Identify the value of K in a class 

K  number of nearest neighbor 

2. Calculate the Euclidean distance of each class 

For Each Object Z from Test Set Do 

Calculate distance Y(i,j) between i and every object j in training set neighborhood, then K neighbor 

closest to i  

i.Class  SelectClass (Neighborhood) 

For the calculation of Euclidean distance using the following formula.  

 

𝑑𝑖𝑠𝑡(𝑦𝑖 − 𝑦𝑗) =  √∑ (𝑦𝑖𝑧 , 𝑦𝑗𝑧)2𝑛
𝑧=1     (1) 

 

3. Determine the K Neighbor attribute with the lowest Euclidean distance value 
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The processes in the KNN algorithm can compress the Nearest Feature Line (NFL), K-d tree, Principal 

Axis Search Tree, Ball Tree, and Orthogonal Search Tree to produce the closest k points in the 

formation of new observations [3][26]. 

 

2.1.4. Naïve Bayes Algorithm 

Naïve Bayes (NB) uses Bayes probability theory and likelihood estimation where the parameter value 

has an independent character but is dependent on other parameters to form a new next probability 

[19][6][7][29][30][36]. Generally, the level of efficiency and ease of use of Naïve Bayes can be done to handle 

real-world conditions, such as detecting spam, determining the best recommendation system, classifying data, 

and so on [13][1][26][36]. Similar to the Nearest Neighor algorithm, Naïve Bayes can be evaluated through 

the OneR attribute which is a strong and simple classifier [28][30]. The higher the level of accuracy obtained 

if the database size is larger for the Naïve Bayes calculation which affects the interpretation of the output 

[13][3][6]. Naïve Bayes classification calculation formula by considering the probability of each class 

[3][7][26][29].  

 

𝑃(𝑥𝑖|𝑦) =  
𝑝(𝑦|𝑥𝑖) 𝑝(𝑥𝑖)

𝑝(𝑦)
     (2) 

 

When executing descriptive and predictive training data, it is possible to add new datasets [1][3]. 

 

2.1.5. Random Forest Algorithm 

Random Forest (RF) is an ensemble method in terms of learning that is used for classification, 

regression, and other tasks. RF was first proposed by Tin Kam Ho and further developed by Leo Breiman and 

Adele Cutler. RF is a method that can improve accuracy results, because generating child nodes for each node 

is done randomly [37]. The advantages of RF include being able to produce lower errors, provide good 

classification results, be able to efficiently handle very large amounts of training data, and an effective method 

for estimating missing data [38]. This method is used to build a decision tree consisting of root nodes, internal 

nodes, and leaf nodes by taking attributes and data randomly according to the applicable provisions. Root node 

is the node that is located at the top, or commonly referred to as the root of the decision tree. Internal nodes are 

branch nodes, where this node has at least two outputs and only one input. Meanwhile, a leaf node or terminal 

node is the last node that has only one input and no output. The decision tree begins by calculating the entropy 

value as a determinant of the level of impurity attributes and the value of information gain. To calculate entropy, 

a formula is used as in the following equation. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑌) =  − ∑ 𝑝(𝑐|𝑌)𝑖  log2 𝑝(𝑐|𝑌)      (3) 

 

where Y is the set of cases and p (c | Y) is the proportion of Y values to class c. Meanwhile, to calculate the 

value of information gain the following equation is used. 

 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑌, 𝑎) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑌) − ∑
|𝑌𝑣|

|𝑌𝑎|𝑣∈𝑉𝑎𝑙𝑢𝑒𝑠(𝑎)  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑌𝑣)        (4) 

 

where Values (a) are all possible values in the set of cases a. Yv is a subclass of Y where class v corresponds 

to class a. Yes are all values corresponding to a [39]. 

 

2.2.  Data Collection 

Data obtained from secondary data in the form of Higher Education Information System database 

which is managed by the STMIK Mikroskil Information Systems Center. In a previous study [40], researchers 

have examined several variables that can be used to predict students graduation on time, namely gender, region 

of origin, time of study, grade of entrance examination, and Grade Point Average (GPA). In this study, the 

authors compared again the same variables used in the previous study.  

The main data source used in this study is the graduates data from Informatics Engineering and 

Information Systems Undergraduate Study Programs from 2011 to 2014. In this database, there are a number 

of tables, but not all of these tables were included in this study. The tables that are involved depend on the data 

to be used in this research, namely Student Identification Number, student name, gender, region of origin, grade 

of entrance examination, study program, study time, Grade Point Average (GPA), and study length. Gender, 

region of origin, study time, grade of entrance examination, and GPA will be used as attributes, while the study 

length will be used as a class. 
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2.3.  Preprocessing 

At this stage, data preparation is carried out by preprocessing, so that the data is ready to be processed, 

namely for training and testing. 

 

2.3.1. Data Cleaning 

Data cleaning is carried out to clean noise in the data, in the form of missing values, data 

inconsistencies, and data redundancy. All attributes specified in the previous section will be selected to obtain 

attributes that contain relevant values, are not missing value, and are not redundant, where these three 

conditions are the initial requirements that must be done in data mining so that a clean dataset will be obtained 

to be used in data mining stage. In this study, the data cleaning process has been arranged in such a way that 

any data about students who have graduated, including Student Identification Number, student name, gender, 

region of origin, grade of entrance examination, study program, study time, GPA, and study length are not 

empty and consistent. 

 

2.3.2. Data Integration 

Data integration is carried out with the aim of moving all cleaned data into one file so that it will 

facilitate the data mining process. At this stage, all the tables involved will be integrated to form a single file 

as a dataset that will be used for the data mining analysis process, namely student graduate data. In this study, 

the integration of data from a number of tables involved was carried out using the Structured Query Language 

(SQL) and the results were stored in a single file in Microsoft Excel format. 

 

2.3.3. Data Transformation 

Data transformation is performed to convert data into values with a certain format. In addition, there 

are data whose coverage is too broad so that it needs to be grouped into several small groups. Data on the origin 

of the region and the city of origin of the school is data that has a broad coverage. The region of origin will be 

divided into 2 (two) groups, namely “Medan” and “Outside Medan”. The GPA will be divided into 3 (three) 

groups, namely “Cum Laude”, “Very Good”, and “Good”. The scores per group are divided based on the 

STMIK Mikroskil Academic Regulations. For students with a GPA of more than 3.50 will be classified as 

“Cum Laude”, students with GPA between 3.01 to 3.50 will be classified as “Very Good”, and students with a 

GPA of less than 3.01 will be classified as “Good”. In this study, a student’s graduation will be divided into 2 

(two) groups, namely “On Time” and “Not On Time”. 

 

2.4.  Classification 

Classification is implemented using the Waikato Environment for Knowledge Analysis (Weka) data 

mining tool [41] with the 10-fold cross validation test method (the number of standard folds found in WEKA) 

using the C4.5, K-Nearest Neighbor, Naïve Bayes, and Random Forest classification algorithms. The 10-fold 

cross validation test method will divide the training data and test data as much as 10 (ten) parts of the data. The 

data used were randomly divided into 10 (ten) subsets of the same size. The training and testing process will 

be repeated 10 (ten) times. 

The dataset used for both the training and testing process was 2,022 records, which came from the 

data from the undergraduate students in Informatics Engineering and Information Systems Study Programs. 

The data that comes from the transformed data file saved with the Comma Separated Values (CSV) extension 

is first converted to the .arff format known by the Weka tool. 

 

2.5.  Comparison of Algorithms Performance and Analysis of Test Results 

Classification performance measurement is done by evaluating the test results using a confusion 

matrix. Confusion matrix is a method for evaluating classification models to estimate whether objects are true 

or false. The following table provides a two-class confusion matrix. 

 

Table 1. Two-Class Confusion Matrix 

Classification 
Predicted Class 

Class = on-time Class = not-on-time 

Class = on-time  a (True Positive) b (False Negative) 

Class = not-on-time c (False Positive) d (True Negative) 

 

In the above table, true positive (TP) is the number of positive records classified as positive, false 

positive (FP) is the number of negative records classified as positive, false negatives (FN) is the number of 

positive records classified as negative, while true negatives (TN) is the number of negative records that are 

classified as negative. The higher the TP and TN values, the better the classification level for accuracy, 
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precision, and recall. Accuracy is the level of closeness between the predicted value and the true value. 

Precision shows the level of accuracy or precision in classification. Meanwhile, recall serves to measure the 

proportion of actual positives that are correctly identified. 

 

3. RESULTS AND ANALYSIS 

The dataset to be used in the training and testing process in this study has passed the preprocessing 

stage so that the data is ready to be processed. In this study, the classification process used the Weka v3.8.3 

tool. Training data and testing data use data from undergraduate students of Informatics Engineering and 

Information Systems Study Programs from 2011 to 2014. 

For performance estimation based on the training model that has been formed for the calculation of 

the dataset, it is k-fold cross validation with a fold value of 10. Classification by processing the C4.5 algorithm 

uses the J48 method. Classification by processing the K-Nearest Neighbor algorithm uses the IBk method. 

Classification by processing the Naïve Bayes algorithm uses the Naïve Bayes method. Classification by 

processing the Random Forest algorithm uses the RandomTree method.  

Testing is done using confusion matrix, which is based on accuracy, precision, and recall value 

parameters. The test method used in the Weka tool is 10-fold cross validation. The dataset used for the training 

and testing process was 2,022 records, which came from the data of undergraduate students of STMIK 

Mikroskil Informatics Engineering and Information Systems Study Programs from 2011 to 2014. In addition, 

training and testing were also carried out on the dataset of each study program, where the Informatics 

Engineering Undergraduate Study Program consisted of 896 records, while the Information Systems 

Undergraduate Study Program consisted of 1,126 records. After implementing the four classification 

algorithms, namely C4.5, K-Nearest Neighbor, Naive Bayes, and Random Forest on the Weka tool using the 

10-fold cross validation method, the results of the performance measurement of each classifier are obtained as 

shown in the following table. 

 

Table 2. Comparison Results of WEKA Classification Performance (Informatics Engineering) 

Algoritma 

(Pengklasifikasi) 

Accuracy 

(%) 
Precision Recall 

C4.5 66.4063 0.662 0.664 

K-Nearest Neighbor 64.5089 0.645 0.645 

Naïve Bayes 63.0580 0.631 0.631 
Random Forest 65.4018 0.652 0.654 

 

Based on the results of the performance comparison for the Informatics Engineering Undergraduate 

Study Program dataset, the C4.5 algorithm has the best performance or is in the top position indicated by the 

highest accuracy value, namely 66.406%, followed by the Random Forest algorithm of 65.402%, the K-Nearest 

Neighbor algorithm of 64.509%, and the Naïve Bayes algorithm of 63.058%. 

 

Table 3. Comparison Results of WEKA Classification Performance (Information Systems) 

Algoritma 

(Pengklasifikasi) 

Accuracy 

(%) 
Precision Recall 

C4.5 78.1528 0.745 0.782 
K-Nearest Neighbor 79.3073 0.761 0.793 

Naïve Bayes 78.8632 0.762 0.789 

Random Forest 79.2185 0.761 0.792 

 

Based on the results of the performance comparison for the Information Systems Undergraduate Study 

Program dataset, the K-Nearest Neighbor algorithm has the best performance or is in the top position as 

indicated by the highest accuracy value, namely 79.307%, followed by the Random Forest algorithm of 

79.219%, the Naïve Bayes algorithm of 78,863 %, and the C4.5 algorithm of 78.153%. 

 

Table 4. Comparison Results of WEKA Classification Performance 

(Informatics Engineering and Information Systems) 

Algoritma 

(Pengklasifikasi) 

Accuracy 

(%) 
Precision Recall 

C4.5 72.4530 0.707 0.725 
K-Nearest Neighbor 72.6508 0.711 0.727 

Naïve Bayes 71.8595 0.701 0.719 

Random Forest 72.6508 0.711 0.727 

 

Based on the performance comparison results for the dataset of the Informatics Engineering and 

Information Systems Undergraduate Study Programs, the K-Nearest Neighbor and Random Forest algorithms 
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have the best performance or are in the top position indicated by the highest accuracy value, namely 72.651%, 

followed by the C4.5 algorithm of 72.453% and the Naïve Bayes algorithm of 71.860%. 

From the results of the data classification, it was found that students with morning study time are not 

able to graduate on time when compared to those who study in the evening. This is suspected to be because 

students who study in the evening that are already working have a better understanding of the course material 

presented, because it is related to their daily work. However, the on-time graduation of students who study in 

the evening is also related to other attributes, namely grade of entrance examination, gender, and region of 

origin. In fact, a high grade of entrance examination does not guarantee that students can pass on time. This is 

suspected because it is possible for prospective students with a grade of entrance examination of A entered the 

university through special route that is not seen from academic factors. Likewise, what happened to gender, 

where male students were more able to graduate on time than female students. This is suspected because in the 

case study used in this research (Informatics Engineering and Information Systems Undergraduate Study 

Program) is an engineering study program, not a social study program, so it is more dominated by male gender 

whose interests are more in technical matters. While region of origin and GPA, namely students from within 

the city (Medan) can graduate on time than students from outside the city (outside Medan), and high GPA is 

more able to pass on time. A high GPA is also correlated with a high GPA per semester of students, so it 

indirectly affects the GPA score. 

 

4. CONCLUSION 

In this study, a model was made using a classification algorithm, namely C4.5, K-Nearest Neighbor, 

Naïve Bayes, and Random Forest using a dataset of graduates of the STMIK Mikroskil Informatics Engineering 

and Information Systems Undergraduate Study Programs from 2011 to 2014. For the dataset of graduates of 

the Informatics Engineering Undergraduate Study Program from 2011 to 2014, the C4.5 algorithm has higher 

accuracy than the other three algorithms. For the dataset of graduates of the Information Systems 

Undergraduate Study Program from 2011 to 2014, the K-Nearest Neighbor algorithm has higher accuracy than 

the other three algorithms. As for the dataset for graduates of the Informatics Engineering and Information 

Systems Undergraduate Study Programs from 2011 to 2014, the K-Nearest Neighbor and Random Forest 

algorithms have higher accuracy than the other two algorithms. Each algorithm has been able to predict the on-

time graduation of STMIK Mikroskil students into two classes, namely on time and not on time. This research 

is limited to statistical analysis or based on existing data in the field, so that external factors are needed which 

can be used as additional attributes. In addition, it can be re-identified other attributes from the academic 

database that are likely to affect the predictions of student graduation on time so that better accuracy can be 

obtained, such as to use the grades of each courses of the students’ transcript as features and some questionnaire 

related to their difficulties when studying in their fields. 
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